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ABSTRACT

The emerging applications using sensor network&n@logies
constitute a new trend requiring several differdevices to work
together and this partly autonomously. However, ititegration

and coordination of heterogeneous sensors in theserging

systems is still a challenge, especially when dngett application
scenario is susceptible to constant changes. Systerss must
adapt themselves in order to fulfill requirementsttcan also
change during the system runtime. Due to the dycigmof this

context, system adaptations must take place verigklgu

requiring system autonomous decisions to perforemthwvithout
any human operator intervention, besides the fiisections to

the system. Thus a reflective behavior must beigedv This
paper presents a reflective middleware that suppoeflective
behaviors to address adaptation needs of heteragensensor
networks deployed in dynamic scenarios. This midale

presents specific handling of users’ requirementsdpresenting
them as missions that the network must accompligh Whese
missions are then translated to network parametersd

distributed over the network by means of the remgpmabout

network nodes capabilities and environment cona&ioA multi-

agent approach is proposed to perform this initieasoning as
well as the adaptations needed during the systertime.

Categoriesand Subject Descriptors
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1. INTRODUCTION

Sensor network applications are becoming more cexngue to

the use of different kinds of mobile and sophiggdasensors,
which provide advanced functionalities [1] and aése deployed
in dynamic scenarios where context-awareness idatef?]. To

support those emerging applications, an adaptablerlying

infrastructure is necessary. Current proposalsestge use of a
middleware, for example TinyDB [3]. However, thiad of state-

of-the-art middleware have important non-negligibliawbacks
that make them useless in the context of such neergng

applications, because: (i) the assumption that ribwork is

composed only by a homogeneous set of basic orogrgtrained
low-end sensors; (i) the lack of intelligence inck network

compromises the adaptability required to deal witianging

operation conditions, e.g. lack of QoS managemedtantrol.

Adaptability is a major concern that must be adslrdsin sensor
networks due to two main factors: (a) long usafgetime; and (b)
deployment in highly dynamic environments. The tfirsason

increases the probability of changes in user requénts through
systems life time, which requires flexibility inder to comply

with the changing demands. The second reason isnhet

applications have to be flexible enough in orderctpe with

drastic changes in the operation scenarios. In sngironments,
services are required in different places at difier times;

resources must be reallocated in order to fulfijedfic

requirements and also assure compliance with difter
constraints; and nodes that satisfy specific camgs during a
certain period of time can become unable to coetimorking

properly after changes. In addition, there are -tiez

requirements that are especially hard to be metusTHQoS

management must be flexible, allowing renegotiatbnequired/

provided QoS among nodes during the system rurfdine

This paper presents a reflective middleware aim@dupport
sophisticated sensor network applications that rteeddapt its
behavior according to changes in the environmemt i&nthe
application demands. The idea is that the usersfgpaissions to
be accomplished by the network using a high-levéssidn
Description Language (MDL) in which they describe desired
data and constraints related to the gatheringerhtor example



space and time limits, representing mission golsorder to
promote the missions accomplishment, the concepmofti-
agents is used to provide the reasoning about ¢twonk and,
among other things, to decide about service, resoaliocation,
time-related requirements and QoS control. Theorgag by the
agents, i.e. the self-reflection of middleware agedecides about
what adaptations that must take place based omigson goals.
These adaptations are tuned through the use ottaspehich
weave the desired behaviors into the middlewarg. (gtter
monitoring), and also through the movement of mehijents that
change their location in the network in order toyide different
services in different places as required in a odntpecific
moment. In this paper, the focus is to presenmtission-driven
approach and the multi-agent reasoning based smapiproach.

The remaining text is organized as follows: Secfqmresents the
ideas of nodes’ heterogeneity and dynamicity of raten
conditions that motivate the present work. Sec8agprovides an
overview of the middleware structure, while Sectibrgives a
summary description of the Mission Description Laage.
Section 5 presents the mission parameters repeggentSection
6 presents the planning-agent intern model, whigerhulti-agents
reasoning is described in Section 7. In Sectioro®es related
work are shortly presented, and Section 9 conclubdespaper
with some final remarks and directions of futurerkvo

2. HETEROGENEOUSAND DYNAMIC

The intention of this work is to develop a flexilmleéddleware that
can be used to support applications in heterogenesmmsor
networks deployed in dynamic environments. In tbatext of
this work, heterogeneity means that nodes in theark may
have different sensing capabilities, computationwem and
communication abilities, running on different haetes and
operating system platforms.

Low-end sensors are those with constrained cafiabjlisuch as
piezoelectric resistive tilt sensors, with limitptbcessing support
and communication resource capabilities. Rich ssnso
comprehend powerful devices like radar, visibldigameras or
infrared sensors that are supported by moderdigtocomputing
and communication resources. Thus, in order to déthl these
very distinct capabilities, the proposed middlewaneist be
lightweight, while being scalable and customizafilee mobility
characteristic is also related to the heterogeragitiressed by the
middleware. Sensor nodes can be static placed egrund or
can move themselves on the ground or fly at sorighhever the
target area in which observed phenomenon is ocaurRigure 1
illustrates the heterogeneity dimensions considerdiois work.

The proposed middleware is aimed to support appita that
deal with dynamic and changing scenarios. Conselyuehe set
of sensors chosen in the beginning of a mission naybe the
most adequate one during the whole mission. Fompig an
area surveillance system receives the mission teeguan area
that may not allow traffic of certain kinds of velds. Ground
sensors are set to trigger and send an alarm ipribgence of
unauthorized vehicles. Then Unmanned Aerial Vehi¢ldAVs)
equipped with visible-light cameras are set todlser the area
where the ground sensor has issued an alarm tdy vére
occurrence. However, a sudden change in the weathgr the
area becomes foggy or cloudy, turns visible-lighiheras useless.
However the detection mission must still be accashed. This
type of change in the operational conditions dugngission must

be handled by the middleware. It must be able twosh the best
alternative of employable sensors among the seawafilable

options. In the described situation it may chodsejnstance, an
infrared camera instead of the visible-light one.
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According to the taxonomy presented in [5], thessemetwork
described above can be classified as: a mix atsaad dynamic
configurable sensors with full self-awareness; &efdogeneous
dynamic ad-hoc network with a large number of nodeployed
in a high dynamic environment partially observaldagd which
achieve its goals by collectively coordinated awdiavith a non-
local environment dependency. A sensor network wtlis
classification requires a great flexibility in i&havior and at the
same time “in-network intelligence”, which is repeated by the
spread of intelligent capabilities over its nod@hese two
features, flexibility and in-network intelligencenables reflection
about network status and environment conditiormrdter to adapt
the network for the mission and to new demands feadtusers.

3. MIDDLEWARE STRUCTURE

The main goal is that the proposed middlewarebfith resource
constrained and rich sensors. In order to achieigegbal, aspect-
and component-oriented techniques are used in aswailar to
the approaches discussed in [6], and [7] and thalenand multi-
agents approach presented in [8].

The proposed middleware is divided in three parttagers, see
also Figure 2:

Infrastructure Layerlt is responsible for the interaction with the
underlying operating system and for the managenoénthe
sensor node resources, such as available commonicahd
sensing capabilities, remaining energy, etc. Tayel also helps
to coordinate resource sharing according to appdicaneeds
passed through the upper layers. Additionally, isessprovided
by upper layers may also need some resource sreupgpprt.

Common Services Laydt provides services that are common to
different kinds of applications, such as QoS negimin and
control, quality of data assurance, data compressimd the
handling of real-time requirements. Other concemgh as
deadline expiration alarms, timeouts for data tmaesions,
number of retries and delivery failure announcemsengésource
reservation negotiation among applications (basedporities
established by missions and operation conditioméhdings,
synchronous and asynchronous concurrent requestsa@o
handled within this layer. Readers specially irgtzd in those
concerns are referred to [9] for more details altbatmechanism
used in the middleware to provide these features.
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Figure 2. Overview of theMiddleware Layers

Domain-Services Layelt supports domain specific needs, such
as data fusion and specific data semantic suppastder to allow
the production of application-related informatiaiorh raw data
processing. Fuzzy classifiers, special kinds ofhmiadatical filters
(e.g. Kalman Filter) and functions that can be edusmong
different applications in the same domain are fountthis layer.

Multiple applications performing different missionsan run
concurrently in the network. As stated before, thieldleware
handles resource and data sharing among applisatidrich need
the same type of data, allowing a better energyagament in
resource constrained nodes. In powerful nodes, mihe energy
available, the middleware can provide more compervices
aiming at the handling of rich data, such as thretzted to image
processing, and pattern matching. This also médstsstich nodes
can take some of the burden from low-end nodes.

“Smile faces” in the Figure 2 represent agents tzat provide
specific services in a certain node at a certaimerd of system
runtime. A special region (calledgents-spade links agents
throughout layers, allowing information exchangbe Domain-
Services Layehosts a speciagent (bigger smiling face), which
is responsible receiving the mission directions mrothe
application layer, and based on that, plan andoreabout the
activities related to the sensing missions. Thienags called
planning-agentand details about it will be presented laterhia t
following sections. The other agents (small smilifages) are
used to provide specific services that supportiegfibns.

Non-functional concerns that affect elements in entiran one
layer of the middleware, such as security, areespited as cross-
layer features, which are addressed, at leastypasith the
aspect-oriented approach presented in [6].

4. MISSION DESCRIPTION LANGUAGE

The Mission Description Language (MDL) provides medo

describe the information requested or to be moedtoabout
certain detectable phenomena in a given time-sphmeains
interesting to the end-users. For instance, the &y want to
know about the different kinds of vehicles that p#srough a
given area during a certain time, or the environadeconditions
during the occurrence of a pre-defined event. Bpgithe MDL

to setup a mission to the network the user “tets"environment
in order to achieve the desired information abophanomenon
or an event of interest. The idea of “test” theimnment is based
on the C/ATLAS test language [10], in which highdé test

commands are specified in order to retrieve infdionaabout
devices in a system. In a similar way, the MDL pdee¢ high-
level commands to retrieve specific information @hmatters or
changes that occur in the environment. Based anitiga, the
MDL uses patterns and definitions to test the emwirent in order

to gather information that matches with those pasteand
definitions that describe the user’'s need for imfation. However,
it is important to highlight that in this propoghe MDL uses just
this conceptual idea behind C/ATLAS, it does nok ube
terminology presented by the test language, neither same
taxonomy.

By using the MDL, the user defines high-level stadats, which
define and describe the events of his/her intesestyell as the
constraints that are linked with that specific segamnission. For
instance, the maximum tolerated delay to receivalart or the
maximum amount of energy that can be used for hiasion,
among others. Another important concept in the MiBLthe
mission priority ordination, which allows severaissions to run
at the same time in the network, but prioritizihgde which are
more important, according to the user’s definitiohked with
the former idea and the constraints enforcemetidsusage of
policies to govern the performance of missions. Tiser can
order the mission accomplishment according to tipeiorities,
selecting some constraints and also link a polat will dictate
how persistent the nodes in the network will berder to gather
the requested information. For instance, in an eggjve policy,
nodes can deplete their batteries in order to assoat the
requested data will be delivered to the end usee., (iby
performing several retransmissions until the eng-usceives the
information or the battery is depleted). On theeothand, in a less
aggressive policy, nodes may preserve their battan spite of
that they cannot assure the data delivery. The aseralso use a
policy and “tune” it by means of specifying specifionstraints
that override the general policy for those speg@ficameters.

The mission described as a set of MDL statementshés
translated to parameters that will configure theteyn as to
retrieve the information desired by the user. Tleéinition of
these parameters is done by the interpretation hef MDL
statements, together with the analyses of the cteistics of the
deployed network and the chosen policy, if any, el priority
level. A configuration console (Mission Specificati Console)
enables the user to enter this information, whidhbe translated
in a tuple of parameters (the content of this tuyglebe explained
in Section 5) representing the mission that wilifjected into the
network. Figure 3 illustrates the configuration sole and its
components.
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Figure 3. Mission Specification Console

The MDL statements are the essential elements toseefine the
overall mission (Global Mission) of the network. eltGlobal
Mission will be divided into node-missions (sub-gsi@s), which
will be executed by specific nodes or a group oflewin the
network. The subdivision of a mission in node-nuasi is an



important part of the Global Mission translation system
parameters. It is done by a component called MisBiterpreter,
which takes the MDL statements as input, consuttoanain-
specific database (for information about a paréicadomain), and

translate these statements into node-missions;igaee 4.
it di
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The MDL is divided in two parts: (1) the kernel thie language,
which defines events of interest, space and timarpeters, as
well as the priority of the sensing mission; anjitf{@ extensions,
which define advanced parameters, such as accupaegision
and constraints. It is composed by: imperative cams (i.e.
SCAN and DETECT); keywords (i.e. pattern and objeshich
are the parameters of the commands; connectorsinio |
commands and keywords (i.e. IF and WITH); and pefned
patterns, which are in fact a kind of keyword theg stored in a
domain library (i.e. FOG and LINEAR_MOVEMENT). Asna
example, the following represents a conditional M&atement:

IF DETECT <DECREASE_OF <temperature>>
WITH GRANULARITY<3> MONITOR <FOG>
WITH ACQUISITION <period = yy>

This example statement means: if a 3°C decreasenperature is
detected, then provide monitoring of the pre-defingattern
“FOG” with data acquisition by the sensors each’tyye units.

5. MISSION PARAMETERIZATION

The input to the sensor network system, coordindigdthe
proposed middleware, is seen as a “mission” that wole
network must to accomplish in cooperation. By usiniginguage
such as MDL the user can specify necessary “data’sfich a
mission at a high level of abstraction. The usesthpecifies the
goals and priorities for the missions’ directionsan MDL file,
which after translation will drive the mission inephentation
based on reflection about the network, in ordexdoomplish with
the users’ requirements. The reflection consistaradlysis and
reasoning performed inside autonomous network nisdesler to
allow the adaption required to face the changesdynamic
scenarios and users’ requirements. Node-missioponsgble
agents, calledplanning-agents, reason about the network
adaptations based on the mission directions andngte/ork
actual state. The former gives the requirementsdfata from
users’ point of view, while the latter is mainlyashcterized by
nodes availability and environmental conditionseifhlreasoning
is made by a construction of believes about thevorét and its
environment, which will help to achieve their goaldd like this,
comply with the network global mission.

The representation of the mission is provided begteof goals that
each planning-agent desires to achieve, supponea Bet of
“known facts” that they have about the network atigk

environment. Based on these facts and their gtadsplanning-
agents establish activity plans to achieve thealgonegotiating
the best distribution of the work that must be dimeorder to

accomplish with the global mission.

The network global mission is divided in sub-missip called

node-missions, which are assigned to planning-agerésent in
each individual node. Each node has just one plaragent

(placed in thédbomain Services Layaf the middleware), thus for
comprehension of the remaining text, a node-misscassigned
to a node or to the planning-agent installed on The

accomplishment of each node-mission will corroberfdr the

success of the global-mission. In order to compthtr node-

missions, planning-agents break the node-missimnnminor tasks
that are related to the individual devices insile node. A

hierarchy among these concepts can be drawn: abthés the

global mission, followed by the node-missions, wahis divided

in several tasks in the node abstraction levethinfollowing, a

formalization of these concepts is presented.

A Global Mission is represented by a tuple composed by the sets
called SM and SN, and also the functions MM and &R.is a
sub-set of all possible node-missions that coulddémgned to a
node; SN is a sub-set of all the nodes in the ndétwbe mapping
function MM maps elements of SM into elements of; Sitile

the quality function QF evaluates the mapping ptedi by MM.

It is represented by:

GM =(SM, SN, MM, QF)
M is the set of all possible node-missions;

SM is a set of node-missions (sub-setMf that can be assigned
to the nodes members of the Shit

sM={m |mOM},ioft....1},

where | is the total number of all possible missions, ilee
number of elements of skt or SM(IM; Eachnode-mission m is
represented by a tuple composed by a sehesurements that
must be providedSME), a set ofconditions to the measurements
(SMC), and a relatiorC that maps the set of conditions in the set
of measurements:

m =(SME SMC,C),

whereSME is sub-set all possible measuremeM&J; andSMC
is the sub-set of all possible measurement comdit{C),such
as those related to periodicity, accuracy, timesridl, range,
among other. Such that SME ME, and SMCO MC. C is the
relation that maps conditions into measurementseravhone
measurement can be linked to none or several ¢onslitThe
opposite is also valid, i.e. one condition canib&ed with none
or several measurements:

C ={r(mg )= me |mg 0 SMC me OSMH,
koft...k} j={1...3}.

whereK is the total number of possible measurements dondit
in the network (number of elements of the [g&g); andJ is the

total number of measurements in the network (numbkr
elements of the sME).

N is a set of all nodes that compose the network.

SN is a sub-set of nodes in the network (a sub-sh)of
SN={n, |n,ON},vO{s,...v},

whereV is the total number of nodes in the network (thenber
of elements of the set N) or SNN.



MM is the mission-mapping function that maps each node-
mission to a certain node. A nodeSN can perform one or more
node-missions, but each node-mission is atomian(ftbe entire
network point of view), i.e. it can be assigneatdy one node:

MM ={f(m)=n, [m OSM,n, OSN}
ioft,... 1 vo{L...v} '

QF is a function that evaluates the mapping providgdVM,
given a grade between 0 and 10 for each pam(m

QF =2
where g(m,n,) = x |m 0SM,n, OSN,x 0[010].

In order to achieve the goals of an assigned nadsion, a node
must perform several different smaller tasks, dallede-tasks.
To read a value from the sensor device, or to &usensor device
on/off are examples ofode-tasks. At the node abstraction level,
a specificnode-mission is a sub-set of allode-tasks that a given
node can perform, represented formally by:

nm={t, |t, 0T}, wO{L,...w}

whereW is the total number of possible node-tasks thgtrevtde
can perform (the number of elements of the ®eornm O T
whereT is the set of all node-tasks that can be perforimedny
node.

6. PLANNING-AGENT MODEL

The proposed approach uses different kinds of agedmbth
cognitive and reactive ones, in order to perforffedent activities
in the middleware, from the provisioning of simgervices to
complex reasoning about the network setup. To letEmtion on
the focus of this paper, only the model of the plag-agent,
which is a cognitive agent, will be presented.

The model used in the present approach for theiteg@agents is
based on the model of mental attitudes, known as$ mBbdel
(Believes-Desires-Intentions) presented in [11]. e THBDI
approach appears to suite well to the problem addce by the
current work, as some decisions that must be thlyethe agents
in the proposed approach require cognitive skdl$vtonder” if
certain actions are adequate to achieve a dessedt,rbased on
knowledge about conditions that may interfere anglrformance
of those actions. In the current problem formulatiovhat is
desired is to obtain information by means of sensntivities,
which are the goals of a sensing mission. Such letdye is the
“believe” that the node has about the relevant itams and the
intentions are translated into the actions needetoeve the
desired information. It thus seams that this mdidelwell to the
goals of the proposed approach.

However, it is important to highlight that the appach used in this
work is slightly different from the traditional BDfameworks,

such as [12] and [13], or more complex teamwork elmdsuch as
those presented in [14]. The major difference &t tihe model
presented in this paper is focused on sensor nktvamtivities, in

which the network nodes do not perform any actlat thanges
the world around them, what simplifies the modeldtiyninating

the assumptions about this aspect. Besides, tippgabherein is
simpler than those presented in the works menticai®le, as
one can see in the remaining text.

The planning-agent has a complex “mental” activibeing

responsible for different kinds of reasoning redate the mission
accomplishment. It communicates with all other kindl agents in
the system. Besides, it negotiates with other prajzagents
installed in the other nodes about the distributidrnthe node-
missions. During these negotiations, it gathersrinfition about
the other nodes in order to achieve necessary laulgel about the
network. It also has to maintain and update infdionaabout its

own state, in order to inform other planning-agemd be capable
to take right decisions. Environment conditions @s® important
in some of the deliberations taken by this agenttts kind of

information also constitutes its mental state, nymexisely, as a
part of its beliefs. In the following, a descriptiabout the beliefs,
desires and intentions of the planning-agent, adl ag a

description of its plan and actions is provided.

Beliefs: Basically consisting of four groups of informatiol)

background information, such as maps of the reg@®n;the

planning-agent’s own conditions, translated in ohthe actions
that it can perform and the node status (energglledevices
status, location, installed services, agents hdstéde node, etc);
3) other nodes status; 4) environment conditions.

Desires: The planning-agent has two types of desires: énegal-
Desires: which correspond to “built-in” goals, suah distribute
the node-missions in order to achieve the bestativeesult
efficiently, and cooperate with other nodes; an&ggcific Goals:
which are related to the assumed node-missiongtaiccome to

its desires’ set when it assumes the responsiloifiy given node-
mission (n;). These goals are ranked according to the related
node-mission priority. It will be used to drive thenstruction of

the plans that governs the execution of the agewstisns.

Intentions: Following the same idea of the desires, the pragn
agent has two types of intentions: 1) General lidas: which are
directly related to the built-in goals, such ash&awe an agreement
about which that node will take the responsibitifya given node-
mission after a negotiation with other nodes; teehprovided the
required resources to a requesting node; to haweided the
correct information to other agents about datantérest; and 2)
Specific Intentions: which specify intentions rel&tto actions
needed to accomplish a given node-mission, suctodmve sent
the samplings with the correct accuracy within ttieing
constraints, which comes to the agent via the SktE andSMC
to the corresponding; that it assumes to accomplish.

Actions. Operating System or direct device drivers calts t
perform commands on the underlying software andivaare
platform; send and receive messages to and fromr atents
(request, inform, reply, notify, subscribe, publiphopose, reject,
accept). Particularly in the negotiations occurridgring the
reasoning, the types of messages used are: infoopose, accept
or reject.

Plan: A plan is described in terms of a sequence dbastthat an
agent perform in order to achieve a sub-goal, @ekcity its

deliberation and related to its intentions, andndtely to achieve
a motivational goal related to its desires. In orleaccomplish
with a given node-mission, the agent choose spetafks f,)

such as they form a set that fulfill that node-moissA plan will

be a list of tasks that have to be done in ordectmmplish with
the node-missions allocated for that node. If a nede-mission
is assumed and some of the tasks that are reqoigetomplish it
are already in the plan, there is no need to irlkerh again in the
plan, as their results are reused for this new moigeion. The



planning-agent needs to construct a new plan, wtachbe totally
new or at least a reviewed version of the curraet @ach time at
least one of the following events occurs: it assu@maew node-
mission; the conditions of the environment changeshange in
the network or in the user requirements occurss Téflects the
flexibility of the network to adapt itself accordjinto the

dynamicity of the network operation.

6.1 Architectural Structure

After the presentation of the cognitive planningaig’ internal
model, its architectural structure can be describb@ded on the
BDI architecture presented in [15], and is showFigure 5.

—_

efs
L Background Info

Perceptual ~ §
Inputs Belief Review

—_ ~
(data frem sensors, Function
Nodes’ conditions)

Option
enerato

P S—
Intentions

Figure5. Planning-agent Internal Architectural Structure

In Figure 5 is shown that the agent takes the pémeé inputs
(changes in the network or in the environment, dabtan its
sensors, etc) and its current beliefs, and perfoamaupdate of
their beliefs by means of thBelief Renew Function. After
analysis of the updated beliefs and current inbesti theOption
Generator function selects a sub-set of the desires reptiegen
the next possible goals to perform. Its beliefssims and
intentions are then used as inputs toFidter function that
represents the deliberation of the agent and widvide the
update of its intentions. The planning-agent carms$r its own
plans by reasoning about its current intentions asdbeliefs.
Ultimately the generated plans will fulfill with gts defined in its
desire base, as the current intentions were dedidsdd on the
analysis of the set of the possible goals, by e af the Option
Generator. The result of tHanning is the selection of actions
that are needed to perform the current intentitinsonsiders the
current plan and beliefs, in order to select amtkpthe execution
of the actions. The current plan is used to rewseesprevious
decisions, and the current beliefs to evaluate lwlgictions are
more adequate to take in relation to the currenditions.

7. MULTI-AGENT REASONING

As stated above, the planning-agents construcevai that will
guide their decisions based on the mission nedds dbals in
their desires), which are characterized by nodesions. As the
network receives a global-mission, the nodes wjlto find a best
fit to accomplish this mission, which characterizee mission
setup reasoning. Their decisions will influence thession
mapping function IM), which may change in case of adaptation
during the system runtime, due the adaptation reago The
mechanisms for the network setup and adaptatiodeseribed in
the following.

7.1 Mission Setup
When a mission is received, the reasoning requogrbrform the
network setup is divided in four steps, which axplaned more
in detall in the following.

Step One: each node performs an analysis of the elementseof t
set SM, as well as its capabilities and the surrounding
environment. If a node can provide the measuremeithe set
SME for a certain node-missiom;, satisfying the respective
relation C, it “declares” itself as “candidate” to perform;. At
this time, each node constructs a partial beliefelation tom;,
only based on its own knowledge about the netwarhich is
composed by the mission needs and its own capabilit

Step Two: if a node considers itself as “candidate” to aaptish
m;, it informs its “candidacy” to the other nodesingsan “inform
message”. However if the node does not consideslf itas
“candidate”, it will just listen for the “candidatef other nodes.

Step Three: after a pre-established time-out, if no one cers
itself as “candidate”, no message will be exchangédus, all
nodes that can provide the data required by thesmmements
described in the s&ME, but that cannot satisfy the relati@n
communicate with the other nodes informing aboetdbnditions
that it can satisfy. The node, which provides thsusance closest
to the desired one (specified ), takes the node-mission. This
characterizes a best-effort way to solve the prable

Step Four: nodes analyze their own conditions as well as
conditions of the others, deciding which one mak&emm;. Such
analysis uses the quality functi@®F and the node-tasks needed
to performm;. By maximizingg(m;,n,), nodes know which one
(ny) will be in charge of the node-mission;. If two nodes are
capable to accomplish the node-mission, the ont hha best
conditions, e.g. remaining energy and/or other ugricing
parameters, takes the responsibility for that nmiksion. In other
words, the functiong has a higher value for that node in
comparison with the others. With this informatiche nodes
construct a common belief. If two nodes have thmesaalue for
the functiong for the same node-mission, one of them is then
randomly chosen.

Communication in wireless sensor networks can fa@blems
that compromise message delivery. In case, anyagessf the
coordination protocol is not received by any nadey of these
steps, the node acts according to its belief frbenlast received
message, if any. If it does not receive any messiageill act
according to its initial partial belief. When thensmunication is
reestablished, nodes will “listen” to the passingssages related
to the same node-missiom;j measurements, and then they will
redo the above steps in order to achieve a nevabgtmief.

If compared with a centralized task distributidme advantage in
performing this reasoning in a distributed way @ avoid
communication to and from the base station, whicbuld/
consume more energy if compared with the local agatpn of
the task allocation. As presented in [22], commatidn is the
main source of energy consumption in sensor nodes,
communicating requires more energy than computatiorrder
to achieve a centralized task distribution that thessame quality
as a distributed one can achieve; data about tirertustatus of
the nodes have to be sent often to the base statltinh would
increase the energy consumption. On the other Hgnthe use of
the distributed approach as presented, the nodadedécally
how to divide the new job, according to their statwithout the
need to send information through the network tokthse station.
This same argument holds to support the distributeg in which
the adaptation is done, which is presented in &xt sub section.



7.2 Mission Adaptation

During the system runtime, mission requirements /@nd
operational conditions can change. Nodes can perctiese
changes, which induces node believes to be updHitadchange
makes a node unable to proceed in the mission gaistrment,
the network must adapt itself to solve the probl&he reasoning
performed by the planning-agents will try to findother node
that can perform node-missian; in the place of the previous
node. This reasoning is similar to the one preseateove, but
there are two different circumstances that alsotibegaken into
account: (1) the node simply fails; (2) the nodettwes to work,
but is aware that it cannot continue performingrtfigsion.

Considering the first case, faulty nodes are peeckiby other
healthy nodes, which have participated with thdtyaone in the
initial mission establishment reasoning. As nodas perceive
that the node responsible by the node-mission is not
responding during an established time-out peribdy tredo the
reasoning to decide which one must perfomm Information
about the failure is added to the belief of thesalthy nodes.

In the second case, the node that becomes unallectonplish
m; informs this situation to the nodes that particigain the
mission establishment reasoning. Further they @ewitlich one
will take the node-mission previously assignechiat hode.

Another situation that requires adaptation is wheanges make
other nodes (more) capable to accomplish a centadte-mission
m;. An adaptation can be triggered if the node-missieas
previously assigned in a best effort way, as ergldiin the step
three in section 3.2. The need for a best sendceatso trigger
the adaptation, foreseeing a possible increasehen users’
requirements priority. The mechanism of these changs
implemented by an exchange of “proposal” and “atcep
“reject” messages.

Adaptations decisions are also based on the qualigtion QF.

It is done during the establishment of the best pirap of node-
missions to nodes as explained in the section The. target is
always to maximize the value @F, what can be achieved by
maximizing the functiorg(m;,n,) for each node-missiom;: i.e.
max(g(m;,ny)).

As result of the procedure explained above, allesdchow which
node n, has taken the responsibility for the node-mission
(similarly to the establishment of the node-missianapping).
Therefore, nodes’ beliefs are updated with thiswkedge. In the
same way as explained before, if two nodes havegaal value

of function g for a given node-mission, one of them is chosen

randomly.

7.3 Considerations about Complexity

As the middleware is intended to run in a varietynades, from
resource constrained nodes to resource rich omesnéchanisms
presented above have to be customized for eactofypade.

Considering resource rich nodes, functpused to evaluate the
quality of a given mapping may be an elaborated @rdputing
intensive algorithm. However, when it comes to tbe-end
nodes, simpler functions may take place in ordepddorm the
evaluation of the part of the mission related tenth The same
way that there is a tradeoff between energy consommand
communication resource usage, there is also adffade the
amount of resources that should be used and thktyqoh a

solution provided by the used algorithm. It is plokes that an
optimal solution is not achieved by a simpler aitpon, but
considering the resource constraints, a sub-optaaalbe better
than an optimal one that depletes the availableuress.

The same kind of variation is present in the iraécomponents
of the planning-agent that inhabit different typésensor nodes.
The above explained Option Generator FunctiongFRunction

provides for that the Planning can be much ricltensidering

much more parameters and having more complex #igaesiin

the resource rich nodes, if compared with the shmetions in

the low-end nodes. However, it is important to kgt that

every node of a given kind use the same set oftifoms; so the
coherence is maintained.

8. RELATED WORKS

Agilla [16] is one of the precursors in the usaraibile agents in
middleware for WSN. Its approach is to use agdms ¢an move
from one node to another in the network. It aldoved multiple

agents to run in the same node. These charaatsrigtovide the
desired features of energy saving, as the agenteucanear to the
data avoiding unnecessary communication. In corspariwith

the proposed approach, the use of agents is nuicted to

moving and using services around the network kad & help in
the network reflection and decision for adaptapilising multi-

agents.

In [17] a proposal to use a distributed mechanismcantrol

adaptive sampling to support energy-constrainedwargt

operations is presented. In the proposal, eaclosensonsidered
an autonomous agent, enabling decentralized cordfothe

sampling rate of sensor nodes in the applicatianalo of flood

monitoring. Besides the contribution in the inceettse efficiency
of the energy consumption, the goal of this approacalso to
maximize the information value of the data colldcte the base-
station. The major differences between our work #mel one
mentioned above are respectively: the consideratofn a

heterogeneous sensor network instead of a homogesmme) the
domain independent instead of a domain-specificaggh; and
the direct cooperation among the agents insteadustf the

decentralization of the problem.

AWARE [18] is a project that proposes a middlewat®se goal
is to provide integration of the information gatrby different
type of sensors, including WSN and mobile robotsr froposal
aims also at addressing heterogeneous sensoralsoutoncerns
like QoS, as presented in [9], and runtime reftectio address
changes in the environment and in the network. k\ge our

approach provides the capability of autonomy to tietwork

nodes, by using an agent-orient approach. In tHerresl

middleware, the nodes do not have the same catyabili

In [19] an approach that uses Artificial Intelligento configure
an underlying middleware is presented. This appraases the
concepts of missions and goals to plan the allooatf tasks in a
network of homogeneous nodes. The handling of bgesreous
nodes is one of the differences between the refemark and the
one presented in this paper. Additionally, in thedrk, the

intelligence is outside the middleware by meangusf sending
“commands” or adjusting its parameters. In our @mésd

approach, agents make part of the middleware, dprga
intelligence over the network.



In [20] an information processing paradigm for iligent sensor
networks is presented. Nodes in sensor networke kiifferent
levels of autonomy in terms of the signal procegsinformation
fusion and situation assessment in order to cantgilwith the
overall system decision making. This approach g&tan the use
of a genetic algorithm to provide learning featureghe sensor
nodes, and fuzzy cognitive maps to perform sitimadissessment.
The sensor networks aimed by this work are thosgposed only
by rich nodes, as the architecture and the teclesigsed are quite
heavy to fit in low-end nodes. On the other hahe, iroposal of
the present paper is to address heterogeneous setsorks that
are composed by both low-end and rich nodes, atigwhem
cooperate in order to achieve the overall missimag

9. CONCLUSION AND FUTURE WORK

This paper presented the concepts of a middlewasslad to
address mission-driven heterogeneous sensor netvampioyed
in highly dynamic scenarios. These scenarios reguiddleware
reflection to support adaptations to face constehénging

conditions during runtime. Multi-agents reasoniagised in order
to setup, configure and reconfigure the networlsi@es, a formal
definition of the mission statements and conditi(ahsscribed in
MDL) was presented, as well as its mapping to etemef a BDI

approach that supports the proposed network wiaigoreng.

The direction of the ongoing and future work in@adenrichment
of the Mission Description Language specificatioadding

abstractions that can help the user specify missiémother

ongoing work is the implementation of the simulatio provide

results that validate the presented ideas. In cwlefo that, the
adaptation of a simulator for wireless networkdezhShox [21] is
being done. This adaptation consists of the inolusif the agents
concepts in the simulator framework, and an intarfavith the

Mission Specification Console.
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