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1. ~ntroduetion. The concept of dilation wa·s introduced ctnd 

investigated by several important mathematicíans. Given prob

ability measures P, Q on the cr-field of Borel subsets bf .a 

topological space S, we sny that Q is a dilation of P relative 

to.-a-set K of functons S + m., ·and wT.ite P ti Q, iff [fdP .s. 

-f f·ctq for all f e K ( the integrability ts assumed). The set of 

functions K iS usually a cone. It is possible that, although 

Q does not dilate ~ relatively to K, it nearly does so in some 

sense, giving rise to what we call an E-dilation of P. A natu-

ral approach is to employ a 1'distance 11 of type 

õ(P,Ql :~ inf{c ~o I /f dP ~ /f dQ + cL(f), f e K), 

whcre L(f) ~O measures the 11 size 11 of ·f. For exemple, -suppose 

(S, d) is a sepatable rnel:ric space and L( f) thc Lipschitz con-

stant of f, L( f) :~inf\celR llf(sl- f(t) I 2 cd(s,tl}. Let further 

K:= {f! L( f)"< oo}. Thcn, provided nll the functi·ons in K are 

P-integrable and Q-intcgrable, Dudlcy (1976) provcd that 

6(P,Ql is equal to thc Wasser~tein n1ctric 

~~(P,Q) := inf /d(s,t) dp, 
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whcrc thc infimum is taken ovcr all p_eM(S 2 ) having marginais 

P, Q (.se e Notatíons bel mo,~)·, This result follows from Theore'm 9 of 

Kemperman (1982) toa and is often callcd the Kantarovich-Rub-
v 

instcin Thcorem (i958) becausc thcse authors cstablished the 

special case where S is compact. 

We allow any cone of boundcd functions which is ad-

missibJ.~, i. e., a convex cone of continuous functions contain

ing the constants and beeing invariant under the operation v. 

The lar.: ter means that max· tf, gJ e K as soon as f, g e K. Initial-

ly L(f) will be taken as the oscilation of f. Aftcrwaids., other 

.E:-dilations will also be discussed. Theorem12'is our main rcsult. 

2.· Notations. c In this paper A denotes the cbmplement of the 

setA; B=B(S) the cr-field of Borel subscts of a topological 

spac~ S; t(S) thc sct of all continuous functions S• m; Cb(S) 

and Cbb(S) thc set of all functions in c·(s) which are boundcd 

and bounded from beloH, respectively; distribution function is 

abbreviated as d. f.; K1 is thc set of all f e K (K is a cone 

of functions) with inf f= O and sup f,., 1; tll(S) thc set of all 

probabil.ity mea~ures on the a-field of Borel subsets of S; 

osc f stands for oscilation of the function f; 6
5 

repre~;cnts 

the Dirac ~casurc at the point s; and, finally, the symbols 

v, A. have the usual meaning, i. e., thcy denote the maximum and 

the ~inumum operatton, rcspectivcly, and 1. s. c. abbrcviatcs 

lovJer scmicontinuous. 
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3. Lemma. I f X is a compact to.pological spacc and ( fn) is a 

sequcnce in C(X) v1ith f t f e C(X) pointtvise:, then this con-
n .. 

vcrgence is. unifo_rm, in particular, 1!1rn min f
11 

== min f. 

Proa f. Apply Dini 's Theorem to the sequence (f- fn). /1 

·The next lemma is essential fbr the fundamental Theo-

rem It was suggested by.Lemma 4 in [ 2J, to which it reduces 

when c== O. 

4. Lemina. Let S be a complei:ely regular Hausdorff topologi.cal 

spacc and .KC Cbb(S) an·actmissíble cone. Let P,Qe!l1(S) be such 

that /f dP ·.:s. !f dQ + E osc f for all f e K. Let us fix bounded 

functions a, s, t 1 : S • m, where a and a are Borel measurable 

and ·;p 1 ~O, i=<l, · ... , n. Furthe-z:: let us fi:X: r1 eK, i==l, •.. ,n. 

· Then 

( 1 ) 

implies · 

( 2) 

inf [a(s) + B(t) + 
s,teS 

n .. 
E (f.(s) -f.(tlH•.(sl] ~O 

Í==i L l l 

f a dP + f B dQ + . c os c 6 > O. 

Proo·f. The proof is patterned âfter that of Lemma 4 in [2]. As 
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in that lernma, thc crucinl s_tep consist·s of dcfini.ng an aux

iliar)! funcU.on fl: JR11 
+ IR:"" [-co; +mJ having convcnicnt prop

erties. Thc Euclidean space lRn will be_ equippecl ~vith the usual 

coordinatewtse partia! ordering. Throug~out the rest of the 

proof we will use the notations f:= (f1 ,.- .. ,f ) and F:~ 
' n 

lf1 , .•. ,I) whcre I. denotes the Stbne extension of f~ (see, 
n . 1. -'-

for,_instance, [ 4 ], p~ 86), i. "" 1, ... ,n. Also BS will denote 

'\ v 
the Stone-Cech compactifi~ation of S. 

From (1) we obtain the inequality 

,, 
n 

(:i ) " ( s ) + Jl.(t) + ' [C (s) -f, (t) ]>. (s) > o, > L > -
i=d 

valid for all (s,t) e SxflS. l-lere!!_: BS + m. is the l. s. c. regu

larization of e.Ii: is given by lim S(s) :~ .ê_(t). 

(4) 

( 5 ) 

Set 

and_define 

s•t 
h seS 

Let x e JR anel consider the sequcnces 

lp1 , p2 , ... ) e [0;1]"' with p1 + p2 + 

O) 
lt

1
, t 2 , ... ) e (SS) with x < 1.:p.I"(t.). 

j J J 

{E p. O(t .) 
. J- J 
J 

( 4) and ( 5) hold} 

"" 1, 

It is easy to sce that fnx) is finitc on anel only on 
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the set U:== {xeJR11 
J x .2y.for some yeconvT(BS)}. f-lere -the 

notation conv'f(flS) indicates the convex hull of "f(BS). The 

própert:i.es of B that we are intcrested in are: (i) -a .5. êof 

~ a. on S, .(U.) B is incrcasi-ng, (iii) ~ is convcx, and {iv) ft 

is 1. s. c .. The last one is the more important and it is the 

Lemma 5 in [2]. . .. 
Let us prove the property (i). Taking ( p1 , p 2 ,. · ·) 

:== (1, O, ... ) and (t1 , t2 , ·:.) :"' (t, t, ... ) e (flSl 0
\ we see 

that .ê_(t) eTI(t)' hencc iHI(t)) ~ _!2(t), that is, 

'(6) ·gof~-ª._<13 onS. 

For the first inequalíty in (i), fix se S, set x:== f(s) anel 

._take sequences (pJ), (tj) verifying 

tively. In parttcul.ar 

I 4) and ( 5), repec-

17) flsl < rp}'ltj). 
J 

Let us apply -(3) with t:"' tj; afterwards, we multiply by pj 

·and su~ ovcr j obtaining 

a ( S ) +Ep.O(t.)+ . r J 
J 

n 
r [f.(s)-Ep.f.(t.l]<..(s) ~O, 

i~l c j .l c J l 

which givcs, using (7),a(s) + r, p.e(t .) > 0.· This togcthcr . r J -
J 

with the dcfi.nitlon of & yicld u.(s) +~of(s) ~O so that, by (ü), 
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( 8) -a ~ ~o f .s a ón s. 

That l5 'is increasing is irnmediatc: if x, y e JR11 

with x < y, then T C T . Therefore ll(x) = inf T < inf Ty y X X -

â ( y) . 

J:he cànvexity is justas easy: let p, q e [0;1] with 

p + q- = 1, x, y e JR11 and 

r.p.n(t.)eT, 
J- J X j 

r.q.A(t.)eT. 
j J- J y 

Ther.efore it is readily seen that 

hence 

[rpp.A(t.) 
J- J j 

â ( px + gy) < p E 
j 

which produc~s 

P . B(t .) 
J- J 

+qrq .. s(t.), 
j J- J 

n(px + qy) < p inf Tx + q inf Ty = ps(x) + qs(y), 

so 6 is convex indeed. 

It i.s lcnown that a convcx l. s. c. function lilce B 

rcstricted to U, which is a convex set with nbn-empty interior, 
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is the limit of an incrcasi.ng .sequence (h(u)J of functions 

h(u) := h 1 v ... vhv, 

whcre, for i = 1, ... ' u, h. is the res~riction to U of an 
l. 

affine function on m~ givcn by 

n h
1

(x):=<A
1
,x>+ a 1 , A1 eJR, a 1 eJR. 

Here <·,·> is the usual inner product. Since Bis increasing, ,, . 

we cah s~ppose that all the his are increasing, equivalently, 

that A. ~ O. As K contains the ~onstants, the linear combina-
l . 

tions h __ 1 o f e K, thus also h( v) o f e K for all v e JN) beca use K is 

invariant under the operation v, so that 

Therefore b.y the Honotone Convergence Theorem ( each h'('-') being 

bounded and thus integrabJ_e rcl.atively to both P and Ql 

fBo[ dP ~ JBof dQ + 'lim osc (h( v)of). 

It is obvious that suph(v'of < supnof. Further limh(u)of = 
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inf B~f by Lcmma 3. Thus. Íimosc (h(v)of) ~ osc (eof) 'f. os'ca. 

Putting all together, onc arrives nt the inequality 

(.9) f~ofdP~f§ofdQ+,osco. 

Finall.y, using (8) a nd ( 9 ), we conclude that 

fadP + JadQ ~ fodP + fiofdQ 

<::../{a+ "Bof) dP- t: osc S 

> - !;; os c 8 • li 

Let P, Qe(IJ(S). He will describe the .rroperty 

jfdP ~ /fdQ 'I· c osc f, for all f in a subset L of Cb(S~ also 

by saying that Q is an c-dilation of P relative to L. 

Thc follmving theorem supplics an equivalent defini

tino of c-dilation relative to an admissible cone K c C(S) for 

the ca~e that S is compact. It says that a necessary and suf-

ficient .condition for Q to be an E-dilation of P relative to 

K is that one can ~inda probabilíty.measures A e(II(S 2 ) that 

satisfies 

(10) f(f(s) - f(t)) •(s) >(ds,dt) < O for al.l f e K, • e c<"(Sl. 

and whosc first marginal is P anel sccond'marginal is "c-close" 

to Q. 
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Pr.oof. He wi.ll show that: (a)-: (b) ··>(c) 7 (a). 

{a) -7. (b): Sincc the inclicator function lA of an opcn set AcS. 

is 1. s. c., it is the pointwisc limit of an· increasing se

quence of non-negative ftlnctions in Cb(S). So (a) implies 

through the Monotone Converg~nce Thcon~m that P(A) .s Q(A) + c 

for all opcn se~ A C·S. Now (b) follows by regularity of P. 

(b) C~( c): Let ,:~ (P + Q)/2 and considcr 

Rodon-Nikodyn derivatives. We havc, Using (b), 

' . 
' 

IIP-QII ~ /lf-gl ct,, ~ z,. 

g:~ 
dQ 
di'' 

the 

(c) -7 (a): Lcl: p, f ~tnd g bc a~; .Ln thc proof of (b) -? (cJ", 

aeCb(S) and c:~ ~supa + infa)/2. Therefore 2//a + c/J = osca 

and 

.'JadP- /adQ ~ /(a + c)(f- g) dp ~ lia + c/1/lf- g/d, 

~ li a + c li · li P - Q li . ~ c os c a . li 

7. Definiti.ons. In vie\\1 of Theorcm 5 anel Lcrnma 6 it be-

comes natural to study thc five qttantitles ~. (P,Q), i= 1, ... ,~ 
L 

dcnitlcd as follows. 

Let S be a standard spacc, K c Cb(S) an admissible 

cone and P, Q·efri(S). I3y 11 < 11 1ve Hil.l mean 11 -< 11 • Lct us define 
K 
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E1 :" { '>O I f fdP < f [dQ + , os c [ for all [e K), 

E2 := {c 2: O I there exists Q' elii(S) ·with P<Q' anel 

IIQ'- Qll· < z,], 

-E
3

:= {c 2: O I there exists ~·e'PJ(S) with P'-< Q and 

IIP' ~ Pll ~ 2~), 

E
4

:"" {c?..O I there exist P'; Q' efiJ(S) with P'-< Q', 

IIP'- Pll ~z, ilnd IIQ'- Qll ~ z,j, 

E
5

:= {c_::: O J thcre exiSt P 1
, Q' e/rl(S) with P 1 -< Q' anel 

IIP' -PII + IIQ' -QII "2']. 

NoW. He define 

It is trivial that E2 c E1 anel that (E2 Ur.:3Jc E5 c E4 . 

Thercfóre 'l < c and min{c c } > c > c . - 2 2' 3 - 5 - 4 

8. Thcorem. Suppose that S is compact. Thcn c4 (P,Q) < c1 {P,Q) 

""'c
2

(P,Q) ~ c
3

(P,Q). 

Froof. It suffj_ces to show that E1 c E2 anel E: 3 c r: 2 . Thc flrst 
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inclusion follows at once from Thcorcm 5 takin~; Q' as the 

second marginal of thc rneasure >. in that theorem. For the othcr 

inclusion, tet t:·e E3 . This mcans that thcre cxists P 1 etiJ(S), 

sud1 that, 

( 14) /fdP' < /fclQ, for all f e K 

and 

(15) iiP'- Pll < 2c. 

By Lemma 6 the inequality (15) can be expre9sed in the form 

06) /adP < /adP 1 + <: osc a, for all a e C(S). 

Thc relations ( 14J and (15) give /fdP ,::[fdQ -+ E: osc f fqr all 

f e K. Thus ' e E1 . li 

9. Remarks. (i) Later on it will bG seen that ~.: 5 == '"l and 

that the incqualities in Theorem 8 .are frequently strict. 

( 1 7.) 

(ii)-If P <Q, then <:.(P,Q) =O, i= 1, ... ,S. 
L 

(iii) We always have O~ Ei(P,Ql i 1, 1· = 1, ... ,5. 

{iv) Obviously 

- sup [/fdP- /fclQ]. 
oscfil 
fel( 
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(v) Thcorcm 5 is false for non-com~act standard 

spaces. For such. spaccs the condition /fdP S /fdQ + E oscf 

for all f e K is (obviously) neccssary but no longer sufficient 

for ( 1 O), { 1 1) anel ( 1 2). To see th,;lt thc named condition 

fails to·be suffi.cient, consider S:= [0;1), take P:= 6 and 
X 

Q: = ó ;vith O< y < x < 1 and let K consi?t ·o f .all increasing 
y 

convex functións on S. On~ can show that E 1 (P,Q) = {x-y)/(1-y) 

and that there is no Q' elii(S) dilating P with 1/Q'- Q/J .S 2E. 

This contradicts Theorem . 8, specifically, it contr.adicts the 

inclusion E1 C E2 thus Theorcm 5 · /I 

1 O. Example. Let S:= [a;b] C lR, l< the cone of convex increas

ing continuous functions S -~ m. and P, Q_eN(S). ~Je want to com

pute E
1

(P,Q). For that goal we need to take into account only 

the functions in K of the form s ~ ( s- c)+·:== (s- c)vO, where 

c is a constant, because those. functions (together with the 

constants) span a cone dense in K. Here we implicitly also 

.use that osc(f ~- g) ""osc f + osc g whcn f, g are inct-easing. 

Hence, by ( 1 7), 

. ( 1 ; sup 
a:S.c.s.b 

1 
b-c 

As a spccial illustration take [a;b] = [0;1], P(ds) 

thc Lebesgue mcasurc, anel lct Q bc thc discrctc proba-



- 1Lf -

bility rneasure dcfincd by Q({l/211 }):= 1/211 
, n = 1, 2, 

Thcn I 1 8) becorncs 

= sup 
O.s_c~~ 

1 
1-c 

1 [f ls- c)ds·
c 

= sup g(c), 
O~c~~ 

1 1 . 2 r::cc:h·l l-c) -

f ls-c)Qicls)] 
[c;~] 

largcst integer with c S l/2m. Note that it is only necessary 

to use c in. the interval (O;~] because for c > ~ the value 
' 

[1/(1-~)].lls -c)+ds ~ 1/2, "hilc /ls- c)+Q(c!s) ~O. 

Now using the derivative g' (c) onc easil.y shm-Js that c = ~ and 

c "" l2 are the unique points of maximum of g. By computing ano 

can see that gl);;) < gl~) ~ 1/4. Thus c1 (P,Q) ~ 1/4. 11 

From I 1 7) it follo\.-JS 1.mmedia 1~cly that c 1 satisfies 

the triangle inequality. ~ut t 1 is not .symmetric. The mapping 

(P,Q) ~ 6
1

(P,Q):= t
1

(P,Q) +t 1 (Q,P) is a pscudo-mctri.c on frl(S), 

in fact a mctric when K is a dctermining class for M(S) ('for 

instance, S a convex compact metri~ablc subsct of a topologicRl 

vector space and K c C(S) the cone o[ COllvcx fuTlctions). It is 

not .difficult to prove that a segucncc (!1 ) in frl(S) converges 
n 

with rcspcct to 61 , i. e., ó 1 (P ,P) .... O for some P efll(S), iff 
. n· 

the sequcncc of linear functional f ~~ /fdPn converges uni.formly 
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on K n {f e C(Sl I ))f))~~ 1). As a conscqucncc, if K i.s a deter-

mining class for ~(S), then the õ 1 -topolo1;y on M(S) is finer 

than the wcak topology. 

_Neither c 3 nor c4 _satisfy the trlangle inequality as 

Example 11 and 2 O will shoH. On the othcr hand it is easy 

to see that , 4 (P,R) S 2[c 4 (P,Ql + c4 IQ,R)]. 

11. Example. A case \VhCre c 3 (P,R) > c 3 {P,QJ + E
3

(Q,R). Let 

S:~ [a;b], K C C(S) be the cone of all convcx functions·and 

a .S: X< y S b. Put z:= (1-a)x+ ay Hith O< a< 1, so that 

x-t z t y. Consider 

P:= 6
2

, Q:= (1- a) óx + aóy' R:= 6x 

For each feK, f{z) s (1-o)f{x) -1- uf(y}, so that P <Q, hcnce 

, 3-(P,Ql =O. Since P'-< R :·= óx rcquires P' = ó and since P = 6 
X Z 

with z I x, it follows that c3 CP,R) 

other hand , 3 (Q,Rl ~ IIQ- Rll I 2 ~ 

~ li' -
X 

a. li 

õ
2
ll/2 ~ 1. On thc 

Probably therc is no easy fon:-~ula for computing thc 

v alue ~-""1, ... ,5, but ncxt: thcorcm and corollary are an 

important stcp in this dircction. 

12. Thcorcm. Lct S bc a compact spncc, K c C(S) an aclmi.ssi.blc 

cone, P, QeflJ(S_) and u, v 2. O constants. Thcn therc exist-
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IIQ'- Qll ~ 2v, r• < Q' 
[( 

i f and only i. f, for all f e K \vith in f f O and all cem. with 

O < c :; sup f, 

(20) /fAC dP S /f dQ + UC + V SUp f. 

Proof. By -the very clefinition of E 2 , (-l 9) 

the existcnce of P 1 e/il(S),_ such that, 

is ·equivalent to 

( 2 1) !IP'- Pll .:>. 2u, E 2 (P' ,Q) <v. 

By Lemma 6 and the equality E 2 E 1 , concl_ition (21} on P' 

is equívalent to 

/o.dP' .:5. /adP + uosc a, for all a eC(S) 
( 2 2) 

f f d P 1 < f f dQ + v os c f, f o r a 11 f e K. 

Since C(S) and K are cones, Theorern A.2 (see Appendix) tells 

us that a P' e tll(S) satisfying (2 2) exfsts iff, for all_ fje K, 

o~ e C{S), and m, n e JN, wc havc that 

•, ) in f 
n 
r f.)> O 

j~1 J 



- 17 -

irnplies 

m n 
{ 2 I>) E (f a . d P + u os c a i ) 

1=1 ]. 
+ E {/f. dQ + vosc f.)~ 0. 

j~l . J J 

Letting a:= Ecr.. and f:= Ef., thcn aeC("S) anel fe.K, since 
~ J . 

the cones C(S) and K .are convex .. As _os'c a S.. Eosc a 1 and osc f .5. 

rase fj·' it suffices to establis\1 the implication 

{ 2 5) 

' . ' 

a eC(S), feK, inf(~-t-f) ?.. O-> f adP -t-]fclQ -t-U osc a-t-voscf 20. 

Introducing h:= a + f, this is equivalent to the re-

quirement that 

{ 2 6) ]fdP-/fdQ 5; /hdP+uosc(f-h)+voscf, if feK, he.C+(S). 

.Given feK, we want to choose héC+(S) .soas to min-

imize the righthand side of (2 6) Put· a::.c: inf(f- h) and c:= 

sup{f-h) so that osc(f-h) =c -a anda 5. f-h S. c, or 

f- c .5. h S. f- a. As h ;::. O, setting h
0

:= {f- c)+:, (f- C)vO, 

we have f - c 

a_<f-h < o -

S h < h S f - a. Furthcr f - c < h < f - a, or o - - o -

c, \Vhich shows that osc (f- h
0

) S c- a = osc(f-h). 

+ Since O :S. h
0 

=(f- c) :S. h and osc(f-h
0

) S. osc(f-h), it is 

clear from ( 2 6) that it sufficcs to consider onl_y functions 

o f the form h:= (f- c)+, where c is a cons tant. Obscrving that 
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f-(f-c)+ fAc,(26) is eguivalcnt to 

( 2 7) /fAcdP·- /fdQ < uosc(fAc) + voscf, for all feK,cem .. 

Let us shmv that in (2 7 l 

( 2 8) in f f < c < sup f. 

For, the choice c> supf is the same as the choice c·~ sup f 

. be"cause in both cases fAc == f. If c S. inf f, then !fAc dP = c 

and /fdQ > inff:: c so that (2 7) is always true. 

Since K contains the constants we ·can take always 

inf f = O, in" which case osc f== sup f. Thus thc proof will be 

complctt! "if we show that osc(fAc) ==c. Indecd, by (2 8) 

inf(fAc) = inf f= O and sup(fAc) =O. // 

Besides using only functions f e K with inf f == O in 

{2 0) one may also assume without loss of generality that 

sup f = 1. Hence ( 2 O l , thus al so ( 1 9), is e qui valent to 

( 2 9) tu+ v> ~(t), for all O< t < 1. 

, Here 

o(t):c sup{ffAtdP- [fdQ I feK, inff --O, sup-f=1}. 
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Thc set of relations ( 2 9) rcprcsents a family 

( H ) · of closcd hnlf plntlcs. Tl1c intcr~,cctlon t te[O;l) 

A:" A(P,Q,KI '" [ n lle) n I (u,v) e m 2 I u ~o, v :>c O] 
te[O;l) 

is a closccl convex subset of m.
2

. The pai1;s (u,v) e A are precise

ly thc paírs for which there exist pr, Q1 efll(S) satisfying ( 1 9) 

Considering thc definitions of E 1 (P,Q) it is clear that 

'z(P,QI -- in f I v I (o) v) e A], 

'3(P,Q) in f I u I (u,O) e A] , 

, 4 (P,QI - i nf { u I (u,u) e A], 

c 5(P,QI - in f I u +v I {u,v)eA). 

The geo~etric meaning of c1 = E
2

, E
3

, c
4 

and c
5 

is 

clear. So putting all together we havc the situation dcscribed 

inFig. 1.· 

A(I',Q,KI 

______ _, 
u 

Fig. 1 
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The only thing that is not clear is how c5 fit~ into 

the picttJre. In fact one has: 

13. Corollary. e: 5 = c 2 . 

Proof. The function t ~ !Jl(t)' in { 2 9). is increasing. Hence 

c2 (P,Q) = •(1). Therefor~ taking_t ~ 1 in (2 9) 

(u,vJ e A satisfy 
\ 

' . ' 

all points 

The equality sign is attaincd at (O,c 2 (P,Q)). This proves that 

's='2·ll 

Before going further, He w_ill present some illustra

tions. We will consistently use the notatipn 

where K is a given cone of functions. 

14. Examplc. ~·Je will study in dctail the caseS:= [0;1], 

K:= cone of all convex increasing continuous functions S _,. lR, 

thus inf f= [(0) and suP f= f(l.) for ench f e K.'. Let furthcr 

P e t1l.(S) be arbitrary and Q:= õ 0 , the Dirac measur~ at O. Note 
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that,.for each feK', we have f(O) =O, f(l) ""1 and f(t) 5. 

t~'>(t):= t, where r·:re I('. 

The function rp in (2 9) is given by 

$(t) _ sup ( /f"t dP - /f dõ
0

) 

fel<' 

= sup /fAtdP = /f*AtdP = f sdP + t f dP 
feK' [O;t] (t;1] 

t 
= tF ( t) - /

0 
F ( s ) ds + t ( F ( 1 ) - F ( t) ) 

= t - f t F ( s) ds. 
o 

Here F denotes thc distribution function (cL f. j of P and we 

have integrated by parts. Therefore ( 2 9) ~n this case reads 

( 3 o) tu + v ~ $(t) t 
= t- J

0
F(s) ds, for all te [0;1]. 

We ob~erve that, letting X be a random variable 

whose discribution is P, then t = 1 in (3 0) leads to 

U+V>.E[X]. 

(i) Let us .consider the case in which P is supported 

by { x 1 , ••• , x
0 
l , O < x 1 < 

p1 + ••. + p
0 

= 1. Here 

n 

< X n· 

F(s) = E pil[ . )(s). 
i=l xi,cn 

Let P({xjJ) - Pj· Of course 



• 

Hence 
n 
rp.(t-x.)+.-

i<==l ~ • ~ :·. 
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The- line tu + v= •Ct) = t rotates about the point 

T := o ( 1 'o) when t íncrease:; from o to x1. Similarly, the line 

tu + v = .• ( t) = t - pl(t - xl) - ·- .. - p. ( t 
] 

- xjl rotates 

about the point 

when t incre-ases from xj to xj+l' this' for for "j = 1, •.•. , n. 

~n partí_cular for j = n the line rotates about T
11

:= (O,E[X]). 

The point Tj is also the intersection of the two lines with 

t = x. and t"" 
] 

Fig·~ 2, 

lygonal. 

xj+l' Hence the region A(P,ô
0

,Kl looks like in 

and \Ve see _that its loWer boundary is po-

·we conclude t~at € 1 (?,6 0 ) = E(X]. It was obvious 

from t~e beginning that ~ 3 CP,õ 0 ) = 1, because 6
0 

only dilates 

itself relatively to K (see definition (13)}. The·value 

t 4 {P, 6
0

) cannot be given by a simple formula . 

'-> 
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v 

(o' 1 ) 

(O,E[X]J Tn 

' 

( 3 0) 

T n-1 

Fíg. 2 
(1,0) u 

(:Ü)- Ass-ume now P has no atoms. Therefore F in 
I 

is continuous. Hcnce we obtain from (3 0) that the part 

of the lower boundary of A(P,6
0

,K) not contained in the coordi

nate axes i~ a ~ooth curve (envelope) with parametric equ~tions 

u~1-F(t) 

( 3 1) 
v~ tF(t) - f

0
t F(s)d.s, te (0;1]. 

Letting u"" O, the first· e'quation gives F(t) "" 1, \vhich has a 

solution t"" 1 (not necessarily unique). Substituting these 



' 
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values for F{t') and t in the second equation of (31), we' 

arrive to 

It is obvious that E3 CP,ó
0

) ~ 1. Finally (solving 

for v = u in (3 1)), 

( 3 3) 

whe-re t e [0;1] :(.s a solutiori of the equation o . 

( 3 4) j
0
t·F(s) ds = (t + 1)F(t) - 1. 

(iii) Let us specialize (ii) taking for P a measure 

P . e M ( [O; 1 ]) gi.ven by 
n 

f (n 
B 

1 ' . . . } . 

The d. f. of P
0 

is the function F given by F(s) ~ Pn(-ro;s]. 

Hence, by ( 3 2} , 

· 1 n + 1 
1 - /

0 
F( s) ds = n + 2 • 

Eliminating thc parameter t in ( 3 1.) we get 
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( 3 5) n+1 )(.n+2)/(n+1) [0· 1 J v=n+Z(l+u ,ue,, 

which is the Cartesian equation of the lower boundary of 

A(P
0

, ó
0

, K). Taking v = u in ( 3 5) 

is implicitly given by 

n•1 )(n+2)/(n+1) · 
e:4 = n~z(l + e:4 : 

For n = O, P = P = ds is the LebesgUe measure on n o 

[0;1] and ( 35) represe_nts a convex pai-abala with vertix 

(1,0) - see ·Fig. 3. 11 

v 

u 

Fig. 3 

15.· Example. Let· S:= [0;1], P:= ds (Lebesgue measure), Q:""óx' 

x e CO; 1}, and K c C ( S) the -cone o f convex increasing functions. 

This example generalize the Example 14 (ili). Here with some 

work we obtain 
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valid for all x e [0 1]. IJ. 

Previous calculations Nith Q ~· ô were easy because o 

K' contained a la1.-gest element f)~ Whiie f( O) == O for all feK', 

Hore gEmera!: 1€t S be a· compact· space tvith a partia! arder, 

and ·~the cone of a(l continuous increasing functions that 

assume their minimum at every point of U:== supp Q, the support 

. of Q. ti2te_ that such cone K i_s_ not only invariant under the 

opera.tion v but also under A·· Letting P e ltJ(S) be arbitrary, toJe 

have as 4l(t) in ( 2 9) 

whieh leads to c
1 

= c2 = ~: 3 = 2c
4 

~ 's ~P(Uc)- see Fig. 4. 

A 

Fig.4 

T~e above expression for .P(t) was P'?ssible "because 

K' is filtering from right (see [ 1-], p. 145), i. e., given 

f, geK', there exists heK' with f, g _::h. In general, if S 

is a compact space ~ith a partia! ordering, K c C(S) an ad-

missible cone, such that, K' is filtering from the right, and 

Q e tll(S) is such that eaçh f e K' assumes its minirnum at every 

point of supp Q, then ( 2 9) takes the form 
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( 3 6 }_ tu+ v> .P_(t-) "' t- /
0
t·F{s) ds, te [0;1], 

where F is the p:...ctistribution function o f s t--7 sup f( s): = Uq s). 
feK' 

It is true in general that the right slope r of the 

lower·boundary of a r~gion A(P,Q) at (O,E 1 ) is given by the 

formula r= -inf{t e[O;l~ I .Pis constant on [t;l] J, where 4' is 

as in (2 9). -Now, if'.P(t) is the right hand sicle in (3 6), 

then, ·as it is easy to see, the· formula for r specializes to 

(37) r~- inf {te [0;1] I F(t) ~ 1). 

Similarly, it is true in general that the left slope 

J. of !=he low"er boundary of A(P,Q) at (e 3 ,0J is obtained by the 

formula 1 ~ -sup.{t 1 e [0;1]1 o(t)/t is constant on (0;t
1

]), 

which, in the situation of (3 6),· becon1es 

( 3 8) i_~- sup {t 1 e [0;1] I F is constant on [O;t
1

]). 

16. Example. Let.us reconsider Example 14 (iii). In that 

- exampl~ r~'( is given by f)'<"( s) :=; s' whose p n-distribution f une-

tion F is given by F(s) s 0 +1 i f se [0;1]. Hence formulas 

(37) and(38) yield r= -1 and ~ = o,.respectively, for 

all n- see Fig. 3.. 11 

17. Example. Let S be the interval [0;1]J K-c C(S) the cone 
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of convex increasing func-tiorls, P e fiJ(S) the measure with den

sity·o:a l[a;b] (s) ds where O~ a < b .2 1, and--.Q:"" 6
0

• The cor

responding· d. f.· F is given by F(s) :~ (s- a)/(b- ai if se [a;b]. 

Hence here r = -b and 1 = -a, which shows that the right slope 

of the lower boundary of.A at (O,c 1 } can be any number in 

[-1;0) and i:ts left slope at (e 3 ;ü) any humber in (-1;0]: We 

obseiCve also that here o 1 (P,,
0

1 ~ 1 -· /
0

1 F(s) qs- (a+ b)/2, 

so that c1 can be close to O or 1. 

For instance, letting a = O and b = ~' we calculate 

the function o in ( 3 6) by 

~ 
{

t -.t
2

, .i f. te [O;~] 
. • ( t I 

!);, cf te [~;1]. 

The-· system of inequalities tu+ v :: t - ·r 2 ,·te [O;J:d, determines 

A(P,Q). The. lower boundary of the latier is the envelope of the 

family of '!ines tu + v = t -· t
2 , te [O;~], which has as Carte-

2 sian r~presentation v= _(.\;.)(1 u), ue[O;l]- see Fig. 5. 

Similar!~ if a = \, b = 1, then v~ (\)u2 - u + 3/4,· 

u e [0;1], instead - see Fig. 6. 11 

v 

1 ·U 

l'ig. 5 



v 
3 
4 

3/4 

Fig •. 6 
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'2 u 
' ...... _____ _ 

1 8. Example. Let S c mn be a compa:ct convex set and let 

' ·pn(A)::>o...._IA.f/ISI be the normal.i.zed Lebesgue measure on S. Let 

'(eint'(SJ and Ky:" {feC(SJ I f is convex, inff ~ f(yJj. Also 

let Q:= 'y· Here there exists the largest element f*:= f; of 

K' := K~. Its graph is the 11 lateral 11 boundary of the solid 

cone in IRn+l with.. vertex ().,O) and base .((s,l) eiRn+ll seS}. 

Fcir ze[0;1]-let 

call si th.e ith 

S be the parto f the hyperplane s 1· = z { we z ~ 

coordinate o f a point se :ffi.n+l) inside the 

graph o f f*. Ther·efore 
,y 

where rr : ]Rn+l + lRn ÍS the natural projection. This implies 

that the d. f. F o f f•'<-
y relative to the probability space (S,Pnl 

is given by F(t) ~ 
tn 

' if te [0;1], which 
' 

is independent o f y 
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or th.e shape ôf S. Since,.by (36), A(P
0

,ôy,Ky) depends o'nly 

on F, the conclusions o f Example 1 4 ( iii) also hold f'or the 

present ~it.uation. 11 

19 •. Measures P~0t_ Realizíng the Boundary of· A(P,Q). As was 

already observed, A(P,Q). ís a closed subset of m2 . This means 

that, fbr each point (u,v) on the boundary of A(P,Q), one can 

attain both equality signs in (1 9) by a suitable ~hoiçe of 

P 1 and Q 1
• Let us now give an example tilhere P', Q' can be ex-

plici tly describ.ed. 

Let S be a compact spa~e and K c C(S) an admissible 

cone. Suppose K' possesses a largest element f*. Choose Pem(S) 

·and let F be the P-distribution function of i"" .. Suppose there 

is a unique point y in S with f*(y) == Ü·and a unique point y' 
. 

in- S wíth f1'(y' j = 1. (Example: let S be a compact space with 

a partia! ordering, a least element y and a greatest elcment 

y', and let K c C(S) be the cone of ~11 convex increas{ng func

_tions.). Choose Q =:o 6 • The paramêtríc equati"ons for the lower y 

_portion of the boundary of A{P,6y' K) are, by (31.) 

also assuming that P has no atem), 

u(t) = 1 - F(t) 

v(t) = tF(t) - f
0
t F(s) ds, te [0;1] .. 

DefineP~, Q't efii(S) by 

(we are 



P t (E) : ~ P (E n ( P < t )) + u ( t) 6 (E), 
. y 

Qt'(E):> v(t)6 ,(E)+ (1- v(t))6 (E). . y y. 
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Certainly [[Pt- P[[ ~ 2u(t) and [[Qt- Q[[ ~ 2v(t). Moreover, 

given f€K~,· 

/f dP(: ~ ff''dP'·- f s dF ( s) + uf''( y) t -
[o; t l 

f ·S dF(s) tF( t) t 
v ( t) ' - ~ - f F(s) ds ~ 

[O;t] o . 

and 

. /f dQ(: ~ v(t)f(y') + [ 1 - v(t) ]f(y) ~ v ( t) . 

Thus /f dP(: ~ !f dQt. This proves that P(: < Q(:. 

; 

20. Tht Triangle Inequality.Fails for e: 4 . Let S:= [0;1], 

K c C(S) be the cone of decreasing convex functions and Q:= 

pB 0 + qa 1 with. p + q = ~· We want to show·that, for convenient 

values of p, q, 

( 3 9) 

Let first compute c4 ( ó1.!) ól). Here (_3 6) applies. 

Thc function s 1--4 -s+l is the largest elemcnt in· K and its 
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õ~-distribution function is F= l(~;oo) .Using_ (3 6) 

the following family of half.planes 

tu + { t,ift<~ v > 
. - 1:!, i f t > ~-

we obtain 

-Thus w + 2v = 1 is the .equation of the lower bounQary of 

A(õ~,o 1 ). Letting v~ u in that equation, we conclude that 

, .. 
' 

Next, consíder E 4 (o~,Q). Here it is easier going 

back to (2 9). We have-

~(t) ~ sup [/([At) d'~- {f dQ] 
feK' 

~ {:- p, 
""2 - p' 

t < ~ - ' 
if t > " '. 

The equation of the important part of the lower boundary of 

A(ó~,Q) is u + 2v: 1- 2p, from which, letting v= u, we obtain 

( 4 o) 
{
o, 

'4(6,,Q) ~ 
. ' (1 

i f p ~ ~. 

- Zpl/3, if p ~ ~. 

applies. The Q-dis-

tribution function F o f· s f---? -s~-1 has values F( s) = O i f s < O, 

f(s) ~ q if Dó s < 1 and F(s) ~ 1 if s ~ 1. By (3 6) 



- 33 -

tu + v > 
. t 

t - /
0 

FI s) ds ~ t - qt ::: pt, te[0;1]. 

So ·the part of the lower boundary of A(Q,~ 1 ) we ate interested 

in -is given by u + v= p, u e [O;p],. showing that 

I 4 1 l 

Adding 140) and (41) tve obtain 

~{p/2~ if p ~ >, 
1/3 p/6, if p < ~. 

Since. E 4 (6~,-ó 1 ) ""1/3, this shotvs that (3 9) 

o < p < 2/3. 11 

obtains whenever 

' VJhen we dealt with cones both invariant under 

max and min operation, the corresponding picture, Fig. 4, 

wmvery ·peculiar. In particular E 2 =_E 3 = 2E 4 in that situa

tion. Let us show that this is always so whcnever the cone has 

· the mentioned proper"ty through the following proposition. 

21. Proposition. Let S be a cornpact space, K C C{S) an admis-. 

sible cone which is invariant undcr the operation A and let 

P, Qefti(S). Thcn the portion of thc boundary of A(P,Q,K) not 

contained in t~e u-axis is a linc segmcnt with slope -1. 



- 34 -

Proof. The-lower.boundary of A(P, Q, Kl has slope ~ 1 (in abso

lute value), But so has the corresponding set A(P, Q, -Kl, where 

-K:~{fl -f e K}. Since A(P,Q,-K) is simply the reflexion 

{(v~u) /·(u,y)eA(P,Q,Kl} of A{P,Q,K), .the J..ower boundary of 

the latter is a straight line of slop~ -~. 11 

Before ending this article it is worthwile to make 

the following 

22. Remark. Let S be a coffipaCt space, K C C(S) an admissible 

cone and P, Qefil(S). Using the definition of c
1 

(P, Ql and Theo

·rems 8 and 12, we have 

' 

<j_(P, Ql = 
' 

sup [f f dP - f f dQ] , i = 1, 2, 5; 
f 

= sup [ {/fAt dP 
f,t 

e4 = sup [ ~t ffAt dP 
f t l.+L. • 

' 

1 
tffdQ]; 

1 J. l+t f f dQ ' 

whe~e f runs over K' and t over (0; 1). It follows that, cndow-

ing fll(S) \Vith the \Veak topology, the function (P, .Q)~-+ c i {P, Ql, 

i = 1, ... , 5, is 1. s. c. and convex. it is easy to produce 

examples showing that those functions ~re not (weakly) coQtin-

.uous. 11 



Appendix 

Tv/O MOIIENT THEOREMS 

Here we are goi!lg to state two moment theorems, The

orem A .1 and Theorem A. 2 below, which are basic tools for this 

pape r. '\.!D. fact they were used· severa! times. As stated below 

~hej are ~articular cases o( Theorem.5 and Theorem 7 in- [ 7 ], 

respectively. A more generál result for Polish spaces of the 

second ·theorem can be found in [ 6 ] . Below J will be any inde:x 

set. 

i 

A.l. Theorem. Let S be a compact topological space. For each 

j e J let h j: s + lR be a ].. 

the1·e exists 

and only if 

in f 
. se$ 

Pe~J(S), sue h 

r b. h.(s) 
jeJ J J 

s. c. function and n. e m.. 
J 

Then 

that, f hjdP ~ "j fOr each j e -! if 

> o > O, 

for each choicc of the family (b.). J of non-negative constants 
J Je 

all but finitely many equal "to zero. 

- 35 -
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Let s 1 , s 2 be metric spaces and P1eN<SiJ, i= 1., 2. 

Let {(hj' 11jl Jjej be a family of pairs Hhere hj: s 1 xs 2 -• JR is 

a 1. s. c. function and n .em. Next let K. be a convex cone of 
J . . ~ 

boL;ndecl bclow l. s. c. P.-integrable functions a.: S. + lR and 
~ . ~ l 

C:ontaining the bounded l. s. c. functions, this for i "" 1, 2. 

In additíon, suppose that, for each jeJ, there exists l)l •• eK., 
J~ ~ 

i= 1, 2, such that, the-1. s. c. function (s,t) J---;>h.(s,t) + 
. J 

~, jl ( s) + $j2 ( t l on s1 xS 2 is bOunded from below. We have J:he 

A.z·. Theorem. There exists x eft1(s 1 ;.,s 2 J Hith marginais P
1

,_ P
2

, 

such that,. 

f h . ( s , t ) X { ds , d t) ~ f1 • f o r a 11 j e J 
J . J 

if. and only if 

"1 (sl + "z(t) + 

_implies 

' b. h.(s,t) 
jeJ J J . 

' b. 
jeJ J 

for eacl1 family (bj)jeJ of non-negative 6onstants all. but fi

nitely many e qual to zero anel each choice o f thc a. eK., i.==l, 2. 
~ L 
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