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A B S T R A C T 

Globular clusters (GCs) are proxies of the formation assemblies of their host galaxies. Ho we ver, fe w studies exist targeting 

GC systems of spiral galaxies up to several effective radii. Through 12-band Javalambre Photometric Local Universe Survey 

(J-PLUS) imaging, we study the point sources around the M 81/M 82/NGC 3077 triplet in search of new GC candidates. We 
develop a tailored classification scheme to search for GC candidates based on their similarity to known GCs via a principal 
component analysis projection. Our method accounts for missing data and photometric errors. We report 642 new GC candidates 
in a region of 3.5 deg 

2 around the triplet, ranked according to their Gaia astrometric proper motions when available. We find 

tantalizing evidence for an o v erdensity of GC candidate sources forming a bridge connecting M 81 and M 82. Finally, the spatial 
distribution of the GC candidates ( g − i ) colours is consistent with halo/intra-cluster GCs, i.e. it gets bluer as they get further 
from the closest galaxy in the field. We further employ a regression-tree-based model to estimate the metallicity distribution of 
the GC candidates based on their J-PLUS bands. The metallicity distribution of the sample candidates is broad and displays a 
bump towards the metal-rich end. Our list increases the population of GC candidates around the triplet by threefold, stresses 
the usefulness of multiband surv e ys in finding these objects, and provides a testbed for further studies analysing their spatial 
distribution around nearby (spirals) galaxies. 

Key words: methods: statistical – galaxies: groups: individual – galaxies: star clusters: general – galaxies: star clusters: individ- 
ual – galaxies: stellar content. 
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 I N T RO D U C T I O N  

nderstanding the assembly history of the baryonic content in galax-
es is pivotal for studying the cosmic growth of large-scale structures.
lobular clusters (GCs) are found around galaxies spanning an exten-

ive range of masses, from dwarfs to giants (Brodie & Strader 2006 ;
 E-mail: ana.chies@ufrgs.br (ALC-S); drsouza@shao.ac.cn (RSdS); 
pcaso@fcaglp.unlp.edu.ar (JPC) 
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Pub
easley 2020 ) and are discrete bright beacons that help shed light
n the evolution of their host galaxies up to distances of hundreds
f Mpc (Alamo-Mart ́ınez & Blakeslee 2017 ; Harris, Blakeslee &
arris 2017 ). In addition to their high intrinsic brightness, another
roperty makes them of vital interest to galaxy evolution studies.
aving mean ages older than ∼10 Gyr (Strader et al. 2005 ; Chies-
antos et al. 2011b ) GCs act as fossil tracers of galaxy evolution and

ts environment. 
The properties of GC systems are intrinsically related to the

ccretion history of their host galaxies not only through the physical
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rocesses ruling their origin (Choksi & Gnedin 2019 ; Kruijssen et al.
019 ) but also due to subsequent assembly episodes that shape their
urrent properties through the contribution of accreted populations 
e.g. Forbes et al. 2011 ; Caso, Bassino & G ́omez 2017 ; Longobardi
t al. 2018 ; Fensch et al. 2020 ; Villaume et al. 2020 ). GCs are not
nly found in the bodies of their host galaxies but also free floating
n galaxy clusters, not necessarily bound to a host galaxy (West 
t al. 1995 ; Blakeslee 1999 , Bassino et al. 2003 ; Lee, Park & Hwang
010 ; Alamo-Mart ́ınez & Blakeslee 2017 , Harris et al. 2020 ). The
irgo, the Fornax, the Coma, and the Abell 1689 galaxy clusters
ll appear to have rich populations of intracluster GCs. Moreo v er,
he Milky Way satellite dwarf galaxies Large and Small Magellanic 
louds (LMC/SMC) have a bridge population of GCs (e.g. Bica 
t al. 2015 ). Further out in the Local Group (LG), a rich population
f stream GCs has been unco v ered by the P andas Surv e y in M 31
e.g. Huxor et al. 2014 ) as well as a population of intragroup GCs,
ot associated with any particular galaxy from the LG (Di Tullio 
inn & Zinn 2015 ). Several studies point to the relevance of the
nvironment in the build-up and later evolution of GC systems (De 
 ́ortoli et al. 2022 ), including stripping (Bassino et al. 2006 ) and
otential signs of supra-galactic formation processes (Forte et al. 
019 ). This is supported by the constant GC-to-halo mass relation, 
escribed in both observational (e.g. Hudson, Harris & Harris 2014 ; 
arris et al. 2017 ) and numerical studies (e.g. El-Badry et al. 2019 ;
oppel et al. 2021 ; Reina-Campos et al. 2022 ), and their common
se in the literature as dynamical tracers of the galaxy halo (e.g.
chuberth et al. 2012 ; Alabi et al. 2017 ). 
In addition to the GC systems associated with the Milky Way, 

alaxies in the LG, and a few other exceptions (e.g. Gonz ́alez-
 ́opezlira et al. 2017 , 2019 ), GC system studies have traditionally

argeted early-type galaxies (ETGs). In ETGs, GCs are found in 
arge numbers and are more easily detectable against a smoother 
alactic background. Age–metallicity distribution of GCs for Milky 
ay-type simulations at the present-day Universe show a remarkable 

ariety of distributions, which arises due to differences in the forma-
ion and assembly histories of the host galaxies (Choksi, Gnedin & Li
018 ; Kruijssen et al. 2019 ; Li & Gnedin 2019 ). Although the halo-
o-total mass relation seems to rule the richness of a GC system,
bservational studies point to second-order differences based on the 
orphological type, with late-type galaxies appearing less efficient 

er unit mass in forming GCs, and having metal-rich GC fractions
lightly higher than early-types (Harris, Harris & Hudson 2015 ). The 
xtension of the GC system and the properties of those GCs located
n the distant halo might also be rele v ant to describe the evolutionary
istory of the system (e.g. Marchi-Lasch et al. 2019 ). In this sense,
he brightest galaxies in the LG arise as a natural reference for spiral
alaxies. F or instance, Laev ens et al. ( 2014 ) found a Galactic GC at
 distance of ∼145 kpc, and Hernitschek et al. ( 2019 ) used RRLyrae
o measure precise spatial distances to 13 Galactic GCs, spanning 
p to 90 kpc, and a fraction of unknown distant GCs are yet to be
ound (Webb & Carlberg 2021 ). Going further out from our spiral
eighbour Andromeda, Di Tullio Zinn & Zinn ( 2015 ) unco v ered
istant GCs associated with M31. They surveyed a large portion of
he LG, resulting in 17 candidates associated with M31 GCs with 
rojected distances of 137 kpc. This same work found five intragroup 
C candidates not associated with any particular galaxy. Hence, 
ide-field studies of GC systems associated with nearby spirals are 

ritical to a comprehensive picture of GCs and their role in galaxy
volution. 

The region around the M 81/M 82/NGC 3077 triplet (from now 

ne refereed as the triplet) has been the subject of several campaigns
argeting its stellar cluster systems. Ho we v er, the y target re gions
lose to the respective host galaxies. A detailed picture of the GC
opulation in the vicinity of this interacting system is still unknown.
 81 is a spiral located at 3.6 Mpc (Tully et al. 2013 ), being the

ominant galaxy of a group conformed by ∼30 members. The 
ore ground e xtinction in the direction of M 81 is ∼0.16 in the
 band (Schlafly & Finkbeiner 2011 ). It is classified as a spiral
ith a classical bulge by Fisher & Drory ( 2008 ), and its bulge
ass is huge given its stellar halo mass, occupying an unusual

egion in the bulge mass–stellar halo mass diagram in the sample
f Bell et al. ( 2017 ). It presents a stellar mass of ∼ 3 –8 . 5 × 10 10 M �
Karachentsev & Kudrya 2014 ; Oehm, Thies & Kroupa 2017 ) and
 dark matter halo mass of ∼ 1 × 10 12 M �, (Oehm et al. 2017 ). Its
alo shows a flat colour profile, indicating negligible halo population 
ariations as a function of galactocentric distances (Monachesi et al. 
013 ). Perelmuter, Brodie & Huchra ( 1995 ) present the kinematics
nd metallicity of 25 GCs in M 81 from 82 bright spectra of GC
andidates and computes relative strengths of H δ, Ca I λ4227, and
e I λ4045 absorption lines to distinguish stellar images of M 81 GCs
rom stars in the Milky Way. Nantais & Huchra ( 2010 ) obtain spectra
or 74 GCs in M 81, finding a mean GC metallicity of ∼−1.06, higher
han either M31 or the Milky Way. The authors report a similar
otation pattern among blue and red GC subpopulations to the Milky

ay ones. Clusters at small projected radii and metal-rich clusters 
otate firmly, while clusters at large projected radii and metal-poor 
lusters show weaker evidence of rotation. Nantais et al. ( 2010 )
resent a catalogue of extended objects in the vicinity of M 81 based
n a set of 24 Hubble Space Telescope ( HST ) Advanced Camera for
urv e ys (ACS) I -band images. They find a total of 233 good GC
andidates, 92 candidate H II regions, OB associations, or diffuse 
pen clusters. Nantais et al. ( 2011 ) study o v er 400 GC candidates
rom HST /ACS photometry. The blue and red GC candidates and
he metal-rich and metal-poor spectroscopically confirmed clusters 
re similar in half-light radius. The total population of confirmed and
good’ candidates shows an increase in half-light radius as a function
f galactocentric distance. More recently, Ma et al. ( 2017 ) derived
tructural parameters of two old and massive GCs in the halo of M 81
GC1, GC2 – through the Galaxy Evolution Explorer (GALEX), 

he Beijing–Arizona–Taiwan–Connecticut (BATC), the Two Micron 
ll-Sk y Surv e y (2MASS), and HST /Wide Field Camera 3 (WFC3)

maging. The ef fecti v e radius v ersus M V diagram shows that GC2 is
n ultra-compact dwarf (UCD). 

M 82, located at 3.5 Mpc (Tully et al. 2013 ), has a baryonic
nd halo mass of ∼ 1 × 10 10 M � and ∼ 5 × 10 11 M � respectively, 
Oehm et al. 2017 ). It is the textbook example of starburst galaxy,
ith a star formation rate SFR = 13M � yr −1 (Adebahr et al. 2017 ).
he fore ground e xtinction in the direction of M 82 is estimated to
e ∼0.32 in the r band but drops to 0.17 halfway towards M81
Schlafly & Finkbeiner 2011 ). Through Subaru Faint Object Camera 
nd Spectrograph (FOCAS) imaging and spectroscopy, Saito et al. 
 2005 ) identify two bona fide GCs that should have formed at the
poch of M 82’s formation. They also identify a few young star
lusters in M 82, likely produced during the tidal-interaction episode 
ith M 81. Lim, Hwang & Lee ( 2013 ) find o v er 1000 star clusters

hrough UBVIYJH imaging. The colours of halo clusters are similar 
o GCs in the Milky Way, and their ages are estimated to be older than
 Gyr. Cue v as-Otahola et al. ( 2021 ) extract structural parameters for a
ample of 99 intermediate-age super star clusters (SSCs) in the disc of
 82 and carry out a survi v al analysis using a semi-analytical cluster

volution code. NGC 3077 is an irregular galaxy located at 3.8 Mpc
Tully et al. 2013 ) with a baryonic and halo mass of ∼ 2 × 10 10 M �
nd ∼ 5 × 10 11 M �, respectively (Oehm et al. 2017 ). Its foreground
xtinction is of ∼0.14 in the r band (Schlafly & Finkbeiner 2011 ).
MNRAS 516, 1320–1338 (2022) 
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Figure 1. A gri colour composite J-PLUS image e x emplifying the re gion 
around the triplet. The map between the gri bands and RGB colours are made 
using a asinh stretch (see e.g. Lupton et al. 2004 ) Overplotted in tones of blue 
are the H I data from de Blok et al. ( 2018 ). Besides the evidence of interaction 
in H I (de Blok et al. 2018 ), the disturbed appearance of the diffuse optical 
light in the galaxies is also apparent (Okamoto et al. 2015 ; Smercina et al. 
2020 ). 
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avidge ( 2004 ) investigates the near-infrared photometric properties
f NGC 3077 through the Canada–France–Hawaii Telescope and
arris et al. ( 2004 ) study the star clusters candidates of NGC 3077

hrough HST /ACS broad ( F 300 W , F 547 M , and F 814 W ) and narrow-
and ( F 487 N and F 656 N ) filters. They estimate the age and mass
f each star cluster, which provides constraints on the recent star
ormation histories of the host galaxy. 

The Javalambre Photometric Local Universe Survey (J-PLUS) is
urrently undertaking observations of thousands square degrees of
he sky visible from Observatorio Astrof ́ısico de Javalambre (OAJ,
eruel, Spain; Cenarro et al. 2014 ) with the panoramic camera
80Cam (Mar ́ın-Franch et al. 2015 ) at the Javalambre Auxiliary
urv e y Telescope (JAST80) using a set of 12 broad, intermediate,
nd narrow-band optical filters (Cenarro et al. 2019 , see also Mendes
e Oliveira et al. 2019 for the southern counterpart, S-PLUS). The
ide-field (1.4 deg × 1.4 deg) capabilities of T80Cam allow the study
f nearby systems out to great galactocentric distances (see Brito-
ilva et al. 2021 ; Buzzo et al. 2022 ). Our goal is to make optimum
se of the J-PLUS photometric bands to identify extragalactic GCs
andidates in a region of 3.5 deg 2 around the M 81 triplet. Most
tudies focus on two main criteria to identify GCs, ranging from
imple cuts in colour space to fits of their spectral energy distributions
SEDs). Our study employs an approach that naturally utilizes the
ull information provided by the J-PLUS SEDs while accounting for
issing data and photometric errors applying a principled statistical

earning technique. 
We organize the paper as follows. In Section 2 , we present the J-

LUS data details and outline the photometric procedures adopted to
xtract a list of point sources in the analysed pointings. In Section 3 ,
e present the heuristic GC search methodology procedure adopted

nd the training sample literature data used that allowed us to derive
 list of candidate GCs around the triplet. In Section 4 , we show the
nalysis and results, and finally, in Section 5 we present a summary
nd the concluding remarks. 

 DATA  

ere, we outline the J-PLUS data used in this study and explain
he procedures we adopt to extract photometry when J-PLUS
ipeline magnitudes are unavailable. We supplement our analysis
ith literature catalogues (see Section A ). Ancillary spectroscopic
ata from Sloan Digital Sky Survey (SDSS) and Gaia Early
ata Release 3 (EDR3) are presented in Section 2.3 and used

ater on. Appendices D and E discuss the Gaia flux excess and
xtinction. 

.1 J-PLUS 

he J-PLUS data set consists of the processed images in the 12
vailable broad ( u, g, r, i, and z ) and narrow ( J0378, J0395, J0410,
0430, J0515, J0660, J0861 ) filters of the J-PLUS surv e y (Cenarro
t al. 2019 ) for three pointings from the J-PLUS second data release
DR2), downloaded from the J-PLUS collaboration website. 1 These
ointings co v er the central region of the M 81 group, which contains
he two brightest galaxies in the group, M 81 and M 82, and they
xtend to the South, including other less massive members like
GC 3077. The field of view of each pointing is ∼2.1 deg 2 , with
 pixel scale of 0.55 arcsec. In this work, the analysis is limited to
he region spanning 148 . 4 deg < RA < 151 . 1 deg and DE > 68 deg
NRAS 516, 1320–1338 (2022) 

 http:// www.j-plus.es/ datareleases/data release dr2 

T  

(  

r  
see Fig. 1 ), which matches the H I emission described in de Blok
t al. ( 2018 ), and spans a total of ∼3.5 deg 2 . 

.1.1 Photometry and preliminary catalogue 

he J-PLUS DR2 catalogue offers a list of detected sources for each
eld with their corresponding estimated magnitudes. The detection of
ources is good enough at large galactocentric distances. Ho we ver,
he completeness of the J-PLUS catalogue significantly decreases
n the vicinity of galaxies, making it mandatory to pre-process the
mages to reco v er objects in such regions. Here, we require aperture-
orrected magnitudes and a homogeneous treatment of the data,
ence the photometry was rerun for all 12 J-PLUS filters across the
hree pointings analysed. 

Based on bright point sources from the images, the seeing typically
pans 1–1.5 arcsec, with some degradation towards the blue side of
he spectral range. There are examples of extended clusters in the
iterature, whose nature have been largely discussed (e.g. Brodie
t al. 2011 ; Br ̈uns & Kroupa 2012 ; Norris et al. 2019 ). Ho we ver, the
ean ef fecti ve radius for old GCs is ∼3 pc (e.g. Harris 1996 , 2010
dition; Peng et al. 2008 ), i.e. ∼0.2 arcsec at the distance of M 81,
hich is close to the limit of detection for se veral de voted algorithms

e.g. ISHAPE, Larsen 1999 ). Therefore, we assume in the following
ext that GCs can be treated as point sources. 

We run a median filter of size 100 px on each J-PLUS filter, and
hen subtracted it from the original image. This procedure slightly
ncreases the noise of the images, but the removal of the extended
mission of the galaxies largely impro v es the source detection.
he initial catalogues are build using SEXTRACTOR version 2.19.5

Bertin & Arnouts 1996 ) in dual mode with the r filter acting as a
eference image. We consider every group of three connected pixels

http://www.j-plus.es/datareleases/data_release_dr2
art/stac2002_f1.eps
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Figure 2. J-PLUS photospectrum and SDSS spectrum of intragroup GC-2 
from Jang et al. ( 2012 ) on top of the J-PLUS filter curves. The location of key 
spectral features of the J-PLUS filters is highlighted at the top of the figure. 

Figure 3. Colour–magnitude diagram for the catalogue of point sources (grey 
dots), with the 73 spectroscopically confirmed GCs used in our statistical 
analysis highlighted with violet filled circles. The sided panels present 
histograms, rescaled to a maximum unit height per group, of the colour 
and brightness distribution for the confirmed GCs and the general sample of 
point sources in violet and grey colours. 
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ith a number of counts abo v e 2 σ the sk y lev el as a positiv e detection.
he analysis threshold is 2 σ abo v e sk y lev el, e xcept for the filters
luer than g , for which we reduced the threshold to 1 σ . Aperture
hotometry is performed in the 12 filters, assuming in each case an
nteger aperture diameter close to three times the full width at half-

aximum (FWHM) of point sources. Several bright and isolated stars 
re used to build the point spread function (PSF) and to calculate the
perture corrections in different sections of the fields, focused on the 
egion analysed in this work. Such aperture corrections span 0.14–
.30 mag. Finally, zero-points for each field and filter are calculated 
rom the cross-match of the sources with the J-PLUS photometric 
atalogue. To this end, a second aperture photometry run is carried 
ut, with a standard diameter of 5.45 px ( ∼3 arcsec), to facilitate the
omparison with the photometric catalogue from the J-PLUS Data 
elease 2. In all cases, more than 100 bright sources are used, and the

catter ranges from 0.01 to 0.04 mag. At this point, the photometric
atalogue that spans the three J-PLUS fields described abo v e contains
7 800 sources. 

.1.2 Selection of point sources 

 representati ve v alue for the FWHM is deri ved for the redder broad-
ands ( r , i , and z filters), as the average of the values measured
rom the two filters presenting lower seeing. This leads to a similar
WHM distribution for sources from the three fields, with a sudden 
eak at 2 px, and a smooth slope towards larger values. A preliminary
atalogue of point sources is built from sources presenting FWHM 

 6 px and a stellarity index from SEXTRACTOR (Bertin & Arnouts
996 ) in the r filter larger than 0.5. Such criteria have proven to be
seful to discard the majority of the extended sources but relaxed 
nough to be fulfilled by sources embedded in the disc of M 81.
dditionally, since we aim to perform a multiband analysis, we 

equire sources to have as many photometric data points as possible.
he completeness drops towards the blue direction of the spectral 

ange, and it is particularly low in the u band. For this reason, we
hoose to exclude sources with photometry available in less than 11 
lters. This results in a final sample of 7200 point-like sources. The
0th percentile of the photometric errors in the r filter, assumed as
he reference one, increases from 0.01 at r = 17 mag to 0.1 at r =
0.5 mag. 

.1.3 Consistency check for the filtering procedure 

o be certain that the filtering procedure does not affect the 
hotometry of point-like sources, we run a test in a region of 20 × 20
rcmin 2 , centred on M 81. The previously generated PSF is used to
dd 250 artificial stars to the original images, and the procedure is
epeated 40 times until we achieve a final sample of 10 000 artificial
tars. Following this, we applied the filtering and repeated the 
EXTRACTOR photometry in the same manner. The results show that 
he filtering does not affect the photometry, with a typical scatter 
fter removing outliers of 0.12 mag for artificial stars brighter than 
 = 20 mag. Moreo v er, no trends related to the distance to the galaxy
entre are found. 

.2 Published GCs 

 number of observational studies, focused on the GCs from M 81
nd M 82, have produced both photometric (Nantais et al. 2011 ; Lim
t al. 2013 ) and spectroscopic catalogues (Perelmuter et al. 1995 ;
aito et al. 2005 ; Nantais & Huchra 2010 ) of the GC systems. Even
 couple of intragroup GCs in the region between M 81 and M 82
ave already been reported (Jang et al. 2012 ; Ma et al. 2017 ). As an
xample, we show the J-PLUS SED of GC-2 from Jang et al. ( 2012 ),
n Fig. 2 , along side its SDSS spectrum. 

We gather a sample of 105 GCs that have spectroscopy available. 
n the majority of cases, objects are marginally resolved through 
bservations, but for some, the classification as GCs was based on
he relative strengths of spectral lines (Perelmuter et al. 1995 ). This
pectroscopic sample of literature confirmed GCs is listed in Table A1 
see Appendix A ). The cross-match between these 105 objects and
he 7200 source catalogue described in Section 2.1.2 leads to 73
bjects, whose locus on the colour–magnitude diagram is highlighted 
n Fig. 3 . Marginal distributions are shown on the side panels rescaled
o have a maximum height of one per group for clarity. All subsequent
arginals shown in the paper will follow a similar normalization. 
MNRAS 516, 1320–1338 (2022) 
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Figure 4. The distribution of proper motions ( μ) for the general sample 
of point sources as the open histogram and the spectroscopically confirmed 
GCs as the filled violet histogram. The indent shows the cumulative density 
function of the distributions of spectroscopically confirmed GCs (violet line) 
and point sources (black line). 
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Another 21 objects are detected in such catalogue. Ho we ver,
hotometry is only available for a subset of the filters. In Section 3 ,
e use the 73 previously known GCs with J-PLUS photometry in at

east 11 filters as our training set. 

.3 Ancillary data 

e cross-match our 7200 point-source catalogue with SDSS DR16 2 

Ahumada et al. 2020 ), to include radial velocity measurements
nd find a total of 53 SDSS sources. Based on the NASA/IPAC
xtragalactic Database (NED), 3 the heliocentric velocities of the
alaxies of the triplet are in the range between −40 and 270 km s −1 .
rom a visual inspection of such SDSS spectra, we find 27 objects
ith V R � 250 km s −1 , which is consistent with the systemic velocity
f the group. Most of these present spectral features and continuum
lopes consistent with bluer (A, F) or redder (M) spectral stellar
ypes, with seven of them classified by the SDSS as G or K stars. For
nstance, the previously classified intragroup GC-2 (Jang et al. 2012 )
s classified as a G2 star in SDSS16 (Fig. 2 ). On the other hand,
he 26 objects with V R � 250 km s −1 seem to be more consistent
ith background galaxies, displaying bluer broad-band colours than

ypical GCs, and a similar brightness range. 
We further cross-match our J-PLUS point source catalogue with

aia EDR3 (Gaia Collaboration 2021 ) to add information on proper
otion, resulting in ∼6000 positive detections (Section 2.1.2 ). Fig. 4

isplays the proper motion distribution for the point sources and
onfirmed GCs and the respective empirical cumulative distribution
unction as inset. From 73 confirmed GCs in our sample, 45 of
hem have proper motion measurements, and only four have values
f μ > 3 . 6 mas yr −1 , representing only 5 per cent of the sample.
n contrast, the point sources have a much broader distribution,
ith more than 60 per cent of the sample presenting values abo v e

his threshold. Additionally, from the 27 objects in our sample with
NRAS 516, 1320–1338 (2022) 

 http:// skyserver.sdss.org/dr16/ en/home.aspx 
 The NASA/IPAC Extragalactic Database (NED) is operated by the Jet 
ropulsion Laboratory, California Institute of Technology, under contract 
ith the National Aeronautics and Space Administration. 
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 R � 250 km s −1 , 25 present proper motion measurements, and 16
ave μ > 3 . 6 mas yr −1 . This represents more than 60 per cent of the
ample, including the majority of those with spectral types from G
o K. While this cannot provide a hard cut for GC detection, this is
aluable information to discriminate the most plausible candidates. 

 M E T H O D O L O G Y  

he set of confirmed GCs account for a very small fraction
 ∼1 per cent) of the catalogue of point sources used on this project.
herefore, the selection of GC candidates requires a more crafted
tatistical procedure than an off-the-shelf machine learning heuris-
ics. Ho we ver, a data-dri ven approach of fers a fe w adv antages. For
nstance, using a set of actual GCs as our training sample, our method
ill a v oid classifying as GCs objects with unusual properties, even

f these objects can be reproduced by an unrealistic configuration of
arameters from a template-fitting based approach. Besides, it allows
s to automatically exploit the bulk of the information available in the
2 J-PLUS filters instead of relying on a few ad hoc combinations.
ther data issues are also considered, including missing data and

rrors-in-measurements. 

.1 Missing data: multiple copula imputation 

hen constructing a catalogue, missing data are likely to occur, and
ere is no different. Fig. 5 shows the missing pattern of our data,
rom which 81.5 per cent have complete information, 13.3 per cent
re missing the u band, and 1.7 per cent are missing u and J430
ands together. Hence, a naiv e remo val of rows presenting missing
nformation would throw away a non-negligible amount of data.
he imputation here is not meant to provide ‘true’ values for the
issing bands but to marginalize them, thus enabling to use of the

ntire data set. We employ a Multiple Copula Imputation (MCI).
he method decomposes joint probability distributions into their
arginal distributions and a copula function that couples them

Nelsen 2010 ). Recently, Kuhn et al. ( 2021 ) used the method of
CI to aid the construction of the SPICY catalogue of young

tellar objects in the Galactic mid-plane. Noteworthy applications
f copula to astronomy include Sato, Ichiki & Takeuchi ( 2011 ) and
in, Kilbinger & Pires ( 2016 ) who constructed likelihood functions
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Figure 6. The PC1 versus PC2 projection for the point sources and spec- 
troscopically confirmed GCs, according to the legend. Background galaxies 
(dot-filled circles) and known Milky-Way Stars (black stars) are o v erplotted 
as reference. The side histograms indicate the PC2 and PC2 distributions for 
spectroscopically confirmed GCs (filled violet histogram) and point sources 
(open histogram). The inset panel illustrates the PSM heuristics using one 
GC as an example and the 50 closest points connected by grey arrows. 
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or weak lensing analysis, and Andreani et al. ( 2018 ) who inferred
i v ariate luminosity and mass functions of galaxies. Previous tests
uggest that this method outperforms other popular approaches, such 
s multiple imputations via chained equations (Buuren & Groothuis- 
udshoorn 2011 ) and Amelia (Honaker, King & Blackwell 2011 ), in

erms of bias and co v erage, especially for non-Gaussian-distributed 
 ariables (Hof f 2007 ). The underlying idea of MCI is to deri ve
onditional density functions of the missing variables given the 
bserved ones through the corresponding conditional copulas and 
hen impute missing values by drawing observations from them. 
lthough the method employs a Bayesian marginalization under 

he hood, a critical difference is an assumption regarding the joint 
istribution of the data. The typical approach usually marginalizes 
issing values under the assumption of a multivariate normal 

istribution. At the same time, the copula imputation relaxes such 
ssumptions and computes the imputation on a transformed space 
the copula space). In this work, we implement the MCI using the
BGCOP package (Hoff 2018 ) within the R language (R Core Team
019 ). Copulas fit simultaneously to both training and target data 
ets. For a detailed discussion about Copula and applications, we 
efer the reader to Hofert et al. ( 2018 ). 

.2 Uncertainty-aware principal component analysis 

he last step of our analysis consists in projecting the 12 bands
sing principal component analysis (PCA). PCA is ubiquitous in 
ata analysis because of some of its desired properties. Generally 
peaking, PCA acts as a dimensionality reduction and variance 
odelling method. At each projection, it minimizes the information 

oss of the data by maximizing the explained variance on each 
omponent (e.g. Jolliffe & Cadima 2016 ). Because of its versatility, 
CA is utilized in a broad range of astronomical studies (e.g. Ishida &
e Souza 2011 ; Ishida, de Souza & Ferrara 2011 ; Ishida & de Souza
013 ; De Souza et al. 2014 ; Wild et al. 2014 ; Maltby et al. 2018 ;
ohana et al. 2021 ). A standard approach to compute PCA is via the
ingular value decomposition (SVD) of the data matrix X : 

 = U�V T

 , (1) 

here U� gives the principal components, and the columns of V the
orresponding coefficients of the linear combination of the original 
 ariables kno wn as PC loadings. The projection of a new point x into
he PCA space is then given by ˆ t = xV so that ˆ t V T

 is equal to x in
he original space. 

Despite its versatility, the standard PCA has some drawbacks; 
t is not robust against outliers, does not distinguish intrinsic 
ariance from measurement errors, and does not perform well on 
ata structures embedded in complex manifolds. This inspired the 
evelopment of PCA extensions such as robust PCA (resilient to 
utliers), and kernel PCA (for non-linear structures). Here, we follow 

he framework proposed by Wentzell & Lohnes ( 1999 ), Wentzell 
 2009 ), Wentzell & Hou ( 2012 ) and employ a PCA variant suitable
o account for measurement errors. This uncertainty-aware PCA finds 
 maximum-likelihood projection of the data x in a new subspace that
onsiders a v ariance–cov ariance structure Q ≡ X 

−2 
sd ; for the errors,

his projection is given by 

ˆ 
 = xQ 

−1 ˆ V 

(
ˆ V T

 Q 

−1 ˆ V 

)−1 
. (2) 

herefore, we can approximate x in the original space by 

ˆ 
 = ̂

 t ̂  V T

 = x Q 

−1 ˆ V 

(
ˆ V T

 Q 

−1 ˆ V 

)−1 ˆ V T

 . (3) 

For the case in which the errors are all independent and identically
ormally distributed with fixed variance Q = σ 2 I, where I is the
dentity matrix, the projection in ( 2 ) reco v ers the one associated with
he standard PCA: 

 

 = x ̂  V . (4) 

Algorithm 1 shows a pseudocode describing the procedure, which 
as been implemented in R language as the package RMLPCA
Santos Barbosa 2020 ), and in python (Chen & de Souza 2022 ).
n addition, codes snippets are available in Appendix B for both
anguages. 

.3 Flagging GC candidates 

e search for GC candidates in the projected PCA space by matching
onfirmed GCs with their closest counterparts. Fig. 6 displays the 
ist of known GCs projected in two principal components, together 
ith all available point sources. We also show the known galactic

tars and background galaxies as a reference. A visual inspection 
uggests that most of the known GCs occupy a well-defined locus,
ith only a low-to-moderate contamination. The match relies on a 
on-parametric approach known as propensity score matching (PSM; 
o et al. 2007 ; Austin 2011 ). As stated in equation ( 4 ), the projection
f each object into the PCA space is given by x V . After computing
he rotation matrix V , we can then express each component PC1 and
C2 in terms of the standardized 4 J-PLUS filters: 

P C1 = 0 . 27 u + 0 . 28 J 378 + 0 . 29 J 395 + 0 . 29 J 410 + 0 . 29 J 430 + 

0 . 30 g + 0 . 30 J 515 + 0 . 30 r + 0 . 29 J 660 + 0 . 28 i + 0 . 28 J 861 + 0 . 28 z, 

P C2 = 0 . 41 u + 0 . 37 J 378 + 0 . 33 J 395 + 0 . 22 J 410 + 0 . 19 J 430 + 

0 . 02 g − 0 . 01 J 515 − 0 . 17 r − 0 . 18 J 660 − 0 . 33 i − 0 . 40 J 861 − 0 . 40 z. (5) 

For each confirmed GC, the method searches for the 50 closest
andidates with replacement, i.e. a given point source can be matched
MNRAS 516, 1320–1338 (2022) 
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Algorithm 1 Maximum Likelihood PCA 

Require: 
1: (i) Matrix X ; 

(ii) Error Matrix X sd ; 
2: Initialisation 
3: ε = 1e-10; � Tolerance level; 
4: MaxIter = 1e5 � Max. Iterations; 
5: n ← ncol( X) m ← nrow ( X ) 
6: i ← 0 � Loop counter; 
7: κ ← −1 � Loop flag; 
8: S old ← 0 � Holds last value of objective function S obj ; 
9: Compute Singular Value Decomposition (SVD) 

10: X = U�V T

 

11: while ( κ < 0) do 
12: i ← i + 1 
13: S obj ← 0 

14: L X 

← 

0 . 0 . . . 0 . 0 
. . . 

. . . 
. . . 

0 . 0 . . . 0 . 0 ︸ ︷︷ ︸ 
n 

⎫ ⎪ ⎬ 

⎪ ⎭ 

m 

15: for j ∈ 1 : n do 
16: 
17: Q ← diag( X 

−2 
sd [, j]) 

18: F ← ( U T

 QU) −1 

19: L X 

[ , j ] ← U ( F ( U T

 ( QX [ , j ]) ) ) 
20: D X 

← X [ , j ] − L X 

[ , j ] � Residuals 
21: S obj ← S obj + D T

 

X 

Q D X 

22: end for 
23: if i mod 2 = 1 then � Convergence check 

24: ε′ ← 

∥∥∥ S old −S obj 

S obj 

∥∥∥
25: if ε′ < ε then 

26: κ ← 0 
27: end if 
28: if i > MaxIter then 

29: κ ← 1 � Max Iterations exceeded 
30: end if 
31: end if 
32: if κ < 0 then 

33: S old ← S obj 

34: Compute SVD 

35: L X 

= U 

′ � 

′ V 

′ T  , U ← U 

′ , � ← � 

′ , 
36: V ← V 

′ , X ← X T

 , X sd ← X T

 

sd , 
37: n ← ncol( X ), U ← V 

38: end if 
39: end while 
Ensure: 
40: Compute final SVD 

41: ˆ L X 

= 

ˆ U 

ˆ � ̂

 V T

 

42: Compute Matrix Deconvolution 
43: ˆ X ← 

ˆ U 

ˆ � ̂

 V T

 

44: Compute standard PCA on ˆ X 

w  

t  

m  

s  

l  

w  

h  

Figure 7. The PC1 versus PC2 projection and distributions as in Fig. 6 for 
point sources, spectroscopically confirmed GCs and GC candidates according 
to the legend. 
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ith more than one confirmed GC – the inset panel at Fig. 6 illustrates
he heuristics. We then disre gard an y point source that failed to
atch an y giv en GC at least once. The choice of 50 ensures the

tability of the search. Increasing this number does not affect the
ist of candidates. This process leads to a list of 642 candidates,
hich we flag accordingly to Gaia proper motions, i.e. if μ is
igher or lower than 3 . 6 mas yr −1 (see Fig. 4 ), which represents the
NRAS 516, 1320–1338 (2022) 
5 per cent quantiles of the current distribution of known GCs or not
vailable. We note that if we assume a typical GC tangential velocity
f 250 km s −1 , a more strict cut of ∼ 0 . 014 mas yr −1 (assuming
 distance of 3.6 Mpc) should take place. Ho we v er, the e xistence
f spectroscopically confirmed GCs with measured proper motions
 10 mas yr −1 suggests that a non-negligible measurement scatter

round sources with nearly zero proper motion. Hence, this criterion
oes not represent a hard cut for the candidate’s credibility, but it
onv e ys a simple rule to tag the most probable candidates. Fig. 7
hows the candidates projected in two principal components and
onv e ys the intuition behind our approach; the method is conserv ati ve
n the sense that it only flags within the co v erage of the known
Cs and in the densest regions. Despite their limited size, the

amples of galactic stars and background galaxies described in
ection 2.3 conv e y some complementary information to test our
rocedure. First, none of the Galactic stars and just one of the
ackground galaxies were included in our selection of candidates
o GCs. Besides, more than 60 per cent of the galactic stars have
roper motion larger than 3 . 6 mas yr −1 . Thus, in Section 4 we use
his flag in the plots analysing the GC candidates colours and spatial
istribution. 

 ANALYSI S  A N D  RESULTS  

ere, we present the analysis of some basic properties of the
atalogue of GC candidates we selected through the methodology
utlined in Section 3 . We study the spatial distribution, the colours,
nd metallicities and show a few example J-PLUS SEDs of the
andidates. 

.1 Spatial distribution 

n Fig. 8 , we show the spatial distribution of the candidates and
re viously kno wn GCs in an Aitoff projection. While most of the
re viously kno wn GCs are close to M 81, the ne w GC candidates ap-
ear to be distributed across the entire region. The count distribution
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Figure 8. Left-hand panel: Spatial distribution in Aitoff projection of spectroscopically confirmed GCs and GC candidates shape-coded as in Fig. 7 . Right-hand 
panel: Count distribution of GC candidates from low (light grey) to high (dark grey) counts with o v erplotted density contours. A GC count excess between M 81 
and M 82 provides a tantalizing indication of a potential GC bridge. 
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f GC candidates with o v erplotted density contours shown in the
ight-hand panel of Fig. 8 reveals an o v erdensity of GC candidates
xtending from M 81 in the direction of M 82. Such count excess
rovides tantalizing evidence of a GC bridge. Although a bridge 
f H I gas between M 81 and M 82 is evident from de Blok et al.
 2018 ), see Fig. 1 , a bridge of GCs between these galaxies has
ot yet been reported. A bridge of GCs has been found to exist
etween the SMC and LMC (Bica et al. 2015 ). If we go further
ut in the LG, towards Andromeda, the density of GCs around 
 31 seems higher in the direction of M33, along the major axis

f the galaxy, if compared to the opposite direction (see fig. 1 of
uxor et al. 2009 ). In Appendix C , we further discuss the potential
ridge taking into account the different proper motion samples 
Fig. C1 ). Another interesting feature of Fig. 8 is the absence of
luster candidates towards the south of M 81, opposite to the location
f M 82. Moreo v er, we do not see man y GC-like objects close to
GC 3077. This could be due to the fact that the stellar cluster
opulation of this galaxy is dominated by younger clusters, whose 
EDs differ from that of old globulars. Therefore, our methodology 
oes not extract such objects from the data. 
The ( g − i ) colour of the candidates as a function of their minimum

rojected distance to the pair M 81/M 82 is indicated in Fig. 9 . As
xpected, there is a marginal increase in the population of redder 
Cs closer to the galaxy, indicating a metallicity gradient. Although 

he direct separation of two colour modes into two metallicity modes 
hould be taken carefully (Blakeslee et al. 2012 ; Chies-Santos et al.
012 ; Powalka et al. 2017 ; Lee, Chung & Yoon 2019 ; Fahrion et al.
020 ), the colours in optical bands have largely been used to separate
Cs in bluer and redder GCs (‘more metal-poor’ and ‘more metal- 

ich’, respectively), which present distinct behaviours in their spatial 
istribution (Bassino et al. 2006 ; Escudero et al. 2015 ) and kinematics
Schuberth et al. 2010 ; Pota et al. 2013 ). This has been suggested as
 consequence of the processes ruling the build-up of the GC system
Forbes et al. 2011 ; Choksi et al. 2018 ; Kruijssen et al. 2019 ). From
ig. 9 , it is clear that the GC systems in the triplet fit with the picture
f redder GCs being more concentrated towards the centre of the 
osts, while the bluer ones being more extended to larger distances 
rom the centre of the host and dominating at larger radii (Bassino
t al. 2006 ; Brodie & Strader 2006 ; Beasley 2020 ). 

.2 Colours 

he colour–colour diagrams and colour distributions of the can- 
idates pro vide e xtra insight into how our method selects the
Cs. Fig. 10 show six representative colour–colour diagrams for 

he selected sources in the J-PLUS narrow and broad-band filters. 
he distribution of the sources seem plausible since most of the
andidates are within the co v erage of the known GCs. However,
he candidates with higher proper motions ( μ > 3.6 mas yr −1 ) are
 v erall more spread than their lower proper motion counterparts. To
llustrate the foreground extinction and to allow for easy comparison 
ith other GC systems, we show a reddening vector calculated 

ssuming E ( B − V ) = 0.068 ± 0.012 (Schlafly & Finkbeiner 2011 )
MNRAS 516, 1320–1338 (2022) 
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Figure 10. Example colour–colour diagrams for the point sources, spectroscopically confirmed GCs and GC candidates according to the le gend. Ov erall, the 
candidates occupy a similar locus as the confirmed GC counterparts in different projections. The black arrows indicate the reddening vectors. 
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owards the direction of the centre of the field analysed in this
ork. 
In Fig. 11 , we show narrow and broad-band colour distributions for

oint sources, spectroscopically confirmed GCs and GC candidates.
rom the distributions, it is clear that our methodology selects GC
andidates roughly consistent with the spectroscopically confirmed
Cs in most colours and e xcludes v ery red objects (see e.g. the ( g
r ) distributions) that are consistent with background galaxies. In

ommonly used optical colours such as ( g − i ) (Harris et al. 2016 )
nd ( g − z) (Peng et al. 2006 ; Beasley et al. 2018 ) our sample of
C candidates peaks at slightly bluer colours, if compared to the

pectroscopically confirmed GCs. This goes in hand with what is
een in Fig. 9 and is not surprising, given that blue GCs are expected
o dominate at large galactocentric radii. Looking at the ( g − i )
istribution of candidates, we find that 85 per cent of the low proper
otion candidates fall in the range 0.6 mag < ( g − i ) < 1.6 mag,
hich is in agreement with the typical colours of extragalactic GCs

n this photometric system (e.g. Sinnott et al. 2010 ; Chies-Santos
t al. 2011a ; Faifer et al. 2011 ; Caso et al. 2019 ; Ennis et al. 2020 )
nder the assumption of foreground reddening E ( g − i ) ∼ 0.13 mag
Schlafly & Finkbeiner 2011 ). Moreo v er, there is a tail of candidates
resenting ( g − i ) > 1.6 mag; they are mainly fainter than r = 19 mag
nd approximately two-thirds of them have higher proper motion
alues. 

.3 Metallicities 

ased on the sample of 73 spectroscopically confirmed GCs with
erived metallicities (Nantais & Huchra 2010 ), we build a function to
NRAS 516, 1320–1338 (2022) 
ap the metallicity distribution of confirmed GCs to their respective
hotometric bands in order to infer the metallicity distribution
unction (MDF) of the GC candidates. More specifically, we model
he GC metallicity as a function of J-PLUS photometric bands with
GBoost (Chen & Guestrin 2016 ), a scalable regression-tree-based
odel that outperforms deep-learning-based approaches when it is

omes to model tabular data (Shwartz-Ziv & Armon 2021 ). In a nut-
hell, the intuition behind different regression models relies on how
e approximate the underlying relationship between a given response
ariable, here defined by the metallicity, and a set of covariates,
erein represented by the first two PCs. The choice for only two PCs
s moti v ated by both being able to explain more than 97 per cent of the
ata variance. In a hypothetical scenario where the relationship could
e amenable by a linear regression model, the linear relation would be
ritten as 

 F e/H ] = β0 + β1 P C1 + β2 P C2 , (6) 

here β0 is the intercept and β1 and β2 are the respective slopes
f each covariate. On the other hand, if a preconceived parametric
egression does not exists or is unknown, a non-parametric approach
s needed. Different solutions have been proposed in the literature;
otable examples include additive models, kernel-based models,
eural networks, and regression-tree models. While a comprehensive
iscussion about non-parametric regression is beyond the scope
f this paper, the underlying intuition behind tree-based models
s to approximate the unknown relation by a series of additive
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Figure 11. Narrow and broad-band colour distributions for point sources, spectroscopically confirmed GCs and GC candidates according to the legend. Our 
methodology selects GC candidates roughly consistent with the spectroscopically confirmed GCs in most colours, and e xcludes v ery red objects (more likely to 
be background galaxies) in some of them, as e.g. ( g − r ). The black arrows indicate the reddening vectors. 

Figure 12. Pairwise Pearson correlation of the J-PLUS photometric bands (left-hand panel) and the principal components projections (right-hand panel). The 
red and blue colours represent positive and negative correlation. The PCA projection heavily decreases correlation among the original vectors. 
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Figure 13. Pairwise Pearson correlation between the J-PLUS photometric bands and the two first principal components projections. 

Figure 14. Left: Two-dimensional regression map via XGBoost of the predicted GC metallicity as a function of the first two principal components vectors. 
Right: colour–magnitude distribution of the GC and GC candidates colour-coded in bins of metallicity. 
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unctions: 

 F e/H ] = 

K ∑ 

k= 1 

f k ( P C1 , P C2) . (7) 

ach f k corresponds to an independent tree structure g( x , T h ), where
 is a step function and T h is the h - th tree. The model then partitions
he space of covariates and fits a series of trees in each of them.

e choose XGBoost because empirical results have shown that
t enables us to unco v er comple x relations without fine-tuning.
urthermore, we perform a PCA regression instead of using all
2 J-PLUS filters to mitigate collinearity and o v erfitting. Fig. 12
isplays a pairwise correlation matrix of the filters and PCs. The
lters are highly correlated, a feature known to cause regression
odels instability. The PCs, on the other hand, show weak to
oderate correlation – a desiderata for any regression analysis.
ig. 13 displays the correlation between the first two PCs and the
-PLUS filters. The first PC correlates strongly with most of the
olours, except for the u band, which is expected since most colours
re highly correlated. To conv e y intuition about the model solution,
he left-hand panel of Fig. 14 depicts the regression plane between
he first two PCs and the [Fe/H] abundance. The colours represent
NRAS 516, 1320–1338 (2022) 
ifferent bins of metallicity. The points depict the metallicities of
he training sample, while the contours predicted value by the
GBoost . The right-hand panel shows the predicted metallici-

ies as open circles and the metallicities of known GCs as solid
ircles. 

In Fig. 15 , we show the MDF of the GC candidates and the
pectroscopically confirmed GCs with metallicities available (in-
luding our training sample). We stress that we are using a small
nd biased training sample, which is far from ideal. Nevertheless,
t can give us a grasp of our sample GC candidates’ MDF shape.
he top panel of Fig. 15 shows that the MDF of the GC candidates

s broad, −2.5 � [Fe/H] � 0.5, but has an important tail towards
he metal-rich end ( −0.5 � [Fe/H] � 0.7). A comparison to the
ork of Caldwell et al. ( 2011 ) and the catalogue published in
aldwell & Romanowsky ( 2016 ) for the M 31 GC system (bottom
anel of Fig. 15 ) shows similarities, including such metal-rich tail
t similar values. While the Milky Way GC system shows two clear
eaks, this is not seen for either M 31 or the M 81/M 82 systems. A
isual inspection of Fig. 15 indicates that our method is conserv ati ve
nd does not select GC candidates towards the tails of the MDF
f the spectroscopically confirmed GCs. Thus, we caution the
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Figure 15. The metallicity distribution function of GC candidates (top 
panel), spectroscopically confirmed GCs (middle panel), and M 31 GCs 
(bottom panel, Caldwell & Romanowsky 2016 ). The solid grey histogram on 
the middle panel shows both the training sample we employ on this paper 
and the complete sample of GCs with metallicity available in the region (see 
Table A1 ), for which we do not have J-PLUS counterparts. 
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eader that we are not complete towards the extremes of metallicity 
istribution. 

.4 Spectral energy distributions 

ith the aim of illustrating the shapes of our GC candidate SEDs,
e show a few example SEDs of GCs of different metallicities 

nd proper motion values in Fig. 16 . We divide the sample of GC
andidates in bins of metallicity, according to the analysis presented 
n Section. 4.3 . From left to right, the panels are divided in bins of
etallicity: −1.91 < [Fe/H] ≤ −1.37; −1.37 < [Fe/H] ≤ −1.09; 
1.09 < [Fe/H] ≤ −0.76, and [Fe/H] > −0.76. From top to bottom
e show GC candidates with μ < 3 . 6 mas yr −1 , μ > 3 . 6 mas yr −1 
nd no measured proper motion. A visual inspection suggests 
hat the SEDs resemble significantly the SEDs of confirmed GC 

Fig. 2 ), specially the more metal-poor GC candidates (left-hand 
anels). 

 SUMMARY  A N D  C O N C L U D I N G  R E M A R K S  

o build a large and homogeneous catalogue of GC candidates around 
he M 81/M 82/NGC 3077 triplet with 12 J-PLUS broad and narrow-
ands in three pointings, we develop a tailored statistical model. 
ur model accounts for missing data and small training sets and uses
ncertainty-aware PCA to flag GC candidates from a sample of point
ources, starting from a training set of 73 spectroscopically confirmed 
Cs that we reco v er in J-PLUS. GCs are proxies of the formation as-

emblies of their host galaxies (Brodie & Strader 2006 ; Beasley 2020 )
nd of their environments (Lee et al. 2010 ; Huxor et al. 2014 ; Alamo-
art ́ınez & Blakeslee 2017 ; De B ́ortoli et al. 2022 ). With the lack of
ide-field studies targeting GC systems of spiral galaxies (Kruijssen 

t al. 2019 ), such a catalogue is timely. This work showcases the
ower of principled statistical techniques allied with multiband sur- 
 e ys in finding extragalactic GCs in and beyond the outskirts of their
ost galaxy in the local Universe. Our list increases the population
f GC candidates around the triplet by threefold and provides a
estbed for further studies of GC spatial distribution around spirals 
alaxies. 

We study the spatial distribution of the candidate clusters and 
eport an o v erdensity of GC candidates, forming a potential bridge
onnecting M 81 and M 82. Interestingly, we do not reco v er a sig-
ificant population of GC-like objects around NGC 3077, probably 
ue to the fact that the star cluster population of such galaxy is not
ade of old GCs, but of younger objects, whose SEDs are not part

f our training sample. As expected, blue GCs dominate at more
onsiderable distances from M 81 and M 82. 

The power of our method is further tested against colour–colour 
iagrams and colour distributions of the point sources, the confirmed 
Cs and GC candidates. The bulk of our candidates tends to have
luer colours in typical ( g − i ) and ( g − z) colours than the confirmed
Cs. Our method generally excludes very red objects, typical of 
ackground galaxies. We further map the metallicity distribution of 
he spectroscopically confirmed GCs into the metallicity distribution 
f the sample candidates. Furthermore, find that the MDF of GC
andidates is in the range of –2.5 � [Fe/H] � 0.5, but has a tail
owards the metal-rich end (–0.5 � [Fe/H] � 0.7), similar to what
s seen in the GC system of M 31 (Caldwell et al. 2011 ). We present
 few SEDs for GC candidates and discuss them in light of what is
xpected for GC systems. 

The method presented here can be straightforwardly applied to 
ther nearby systems in J-PLUS and S-PLUS surv e ys and more
emote systems with the upcoming J-PAS surv e y. F or the specific
ystem studied in this work M 81/M 82/NGC 3077, future develop-
ents include follow-up observations of a randomly selected sample 

f our candidate clusters in order to better quantify the contam-
nation rate, SED fitting to derive stellar population parameters 
f a cleaner sample of GC candidates and a dedicated study to
haracterize the properties of the bridge of GCs connecting M 81 
nd M 82. 
MNRAS 516, 1320–1338 (2022) 
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Figure 16. SED examples of the GC candidates. From left- to right-hand panels are divided in bins of metallicity −2.41 < [Fe/H] < = −1.155; −1.155 < 

[Fe/H] < −1.095; −1.095 < [Fe/H] < −0.6 and [Fe/H] > −0.6). From top to bottom are GC candidates with proper motion < 3.6, > 3.6 and no measured 
proper motion. 
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PPENDI X  A :  L I T E R AT U R E  S O U R C E S  IN  T H E  

E G I O N  O F  T H E  M  8 1  TRIPLET  

n Table A1 , we present the previously catalogued 105 confirmed
Cs from Perelmuter et al. ( 1995 ), Nantais & Huchra ( 2010 ), Sharina

t al. ( 2010 ), Jang et al. ( 2012 ), and Lim et al. ( 2013 ). We detect 95
f these in J-PLUS. Ho we ver, only 73 are detected in at least 11 of
he 12 J-PLUS filters. As outlined in Section 3 , these are the ones
sed in our statistical analysis. The other 22 are either detected in
ess than 11 filters or do not pass the stellarity > 0.5 cut, and are
arked with � in the table. 
literature in increasing order of right ascension. 
ter et al. 1995 ∗,Nantais & Huchra 2010 , Sharina 
equatorial coordinates, r J-PLUS, (g-i) J-PLUS, 

r (g-i) [Fe/H] 
) [mag] [mag] 

.4 19.818 0.880 −2.41 

.4 17.751 0.983 −2.30 

.5 18.559 0.916 –

.7 17.958 0.552 −2.20 

.9 20.357 1.328 −2.31 

.4 18.682 1.069 −0.77 

.8 19.550 1.532 + 1.10 

.6 19.199 1.262 −3.62 

.4 19.017 0.804 −1.50 

.1 19.151 0.630 −2.47 

.1 19.876 1.380 −0.72 

.3 18.736 1.112 –

.5 19.125 1.413 + 0.08 

.8 19.685 1.087 −1.51 

.3 20.333 1.087 −1.63 

.7 20.448 0.857 −2.10 

.5 19.705 1.387 −0.43 

.4 19.323 1.195 −0.64 

.8 20.335 1.483 −0.44 

.2 – – −0.04 

.2 19.885 0.470 −1.46 

.8 20.176 1.459 −1.04 

.1 17.866 1.037 –

.8 19.352 1.198 −0.29 
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Table A1 – continued 

ID α δ r (g-i) [Fe/H] 
(J2000) (J2000) [mag] [mag] 

�Nan-97 09 55 03.3 69 02 24.0 20.466 0.762 −1.69 
Is40165 ∗ 09 55 03.8 69 15 37.8 18.034 0.656 −1.57 
Nan-100 09 55 04.4 69 05 16.2 19.440 0.939 −1.17 
Is50037 ∗ 09 55 06.4 68 56 26.0 – – −2.34 
Nan-109 09 55 07.3 69 07 34.6 20.472 1.380 + 1.15 
�Nan-114 09 55 08.4 69 04 11.5 19.975 1.473 −0.81 
Nan-115 09 55 09.0 69 05 51.9 18.841 1.391 −0.89 
Nan-116 09 55 09.1 69 04 28.7 18.877 1.085 −1.44 
Nan-118 09 55 09.8 69 04 08.0 17.082 1.117 −0.81 
Nan-129 09 55 14.3 69 02 06.6 19.808 1.082 −1.48 
�Nan-130 09 55 15.2 69 00 26.1 19.657 1.038 −0.57 
Nan-131 09 55 15.3 69 05 24.5 19.446 1.192 −0.79 
Nan-136 09 55 15.6 69 05 48.2 19.684 1.129 −0.54 
Nan-145 09 55 19.2 69 05 50.5 19.143 1.365 −0.37 
�Nan-153 09 55 20.2 69 05 38.0 20.614 1.641 −0.99 
Nan-158 09 55 21.4 69 05 32.1 18.583 1.057 –
Nan-160 09 55 21.9 69 06 38.0 16.691 1.151 −0.86 
Nan-162 09 55 22.1 69 05 19.2 17.736 1.118 –
Nan-175 09 55 25.2 69 07 15.0 18.874 1.021 −1.37 
Nan-179 09 55 25.7 69 01 40.2 17.180 1.484 −1.26 
Nan-188 09 55 29.1 69 00 31.3 20.438 1.215 −0.05 
Nan-190 09 55 29.7 69 05 12.1 – – −0.82 
Nan-193 09 55 30.1 69 06 06.6 – – –
�Nan-194 09 55 30.1 69 01 59.8 20.227 1.019 –
Nan-199 09 55 30.8 69 07 39.1 17.782 1.119 –
Nan-209 09 55 32.9 69 06 40.1 18.471 1.040 –
�Nan-215 09 55 34.4 69 06 42.6 20.508 0.572 −1.97 
Nan-218 09 55 34.9 68 58 15.0 18.703 1.205 −0.80 
�Nan-227 09 55 37.2 69 06 35.9 18.639 1.639 −1.86 
Nan-228 09 55 37.3 69 02 07.9 – – −0.15 
Nan-231 09 55 37.8 68 59 17.9 19.822 1.425 −0.40 
Nan-232 09 55 37.8 69 03 28.2 – – −1.41 
Nan-236 09 55 38.5 69 06 55.4 19.478 2.013 −0.95 
Nan-239 09 55 39.4 69 05 33.0 19.692 1.157 −1.49 
Nan-244 09 55 40.0 69 02 29.9 – – −0.88 
Nan-246 09 55 40.0 69 04 10.5 – – −1.77 
Nan-247 09 55 40.5 69 05 25.1 19.394 1.517 −1.38 
�Nan-253 09 55 41.9 68 55 00.9 19.557 1.379 −0.12 
Nan-256 09 55 43.4 69 03 51.9 – – −0.35 
Is40181 ∗ 09 55 44.1 69 14 11.7 18.558 1.353 + 0.64 
Nan-258 09 55 44.2 69 04 24.5 19.522 1.572 −1.08 
Nan-270 09 55 46.1 69 01 26.0 19.714 0.955 −0.56 
Nan-275 09 55 47.7 69 06 25.6 18.831 1.056 −1.42 
Nan-276 09 55 48.0 69 07 28.2 20.620 0.569 −1.31 
Nan-277 09 55 48.0 69 03 52.3 – – −0.40 
Nan-279 09 55 48.5 69 06 12.4 19.637 1.119 −0.22 
Lim-523 09 55 48.6 69 42 58.4 18.403 0.934 –
Nan-280 09 55 48.8 69 05 22.6 19.660 1.040 −1.69 
Nan-282 09 55 49.2 69 01 15.6 18.677 1.088 −1.08 
Nan-288 09 55 50.2 68 58 23 19.132 0.817 −1.85 
Nan-292 09 55 51.3 69 03 23.9 18.646 0.911 −1.50 
Nan-293 09 55 51.9 69 07 39.9 18.472 1.147 −0.57 
Nan-294 09 55 51.9 69 08 19.4 18.250 1.058 –
�Nan-295 09 55 52.1 69 07 10.9 19.491 1.366 –
Lim-617 † 09 55 53.0 69 42 11.9 19.737 1.448 –
Nan-301 09 55 54.5 69 02 52.9 18.225 1.179 −0.90 
Nan-302 09 55 55.0 69 00 56.4 18.225 1.395 −0.91 
�Nan-304 09 55 55.3 69 03 37.8 19.444 1.405 + 0.12 
Nan-307 09 55 55.7 69 00 03.5 18.899 0.965 –
Nan-309 09 55 56.2 69 02 28.8 20.448 0.546 −1.81 
Is60045 ∗ 09 55 56.9 68 52 13.4 18.434 0.786 −1.03 
�Nan-315 09 55 57.7 69 02 23.5 19.005 1.229 –
�Nan-330 09 56 03.1 69 07 19.9 19.378 1.430 −0.37 
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Table A1 – continued 

ID α δ r (g-i) [Fe/H] 
(J2000) (J2000) [mag] [mag] 

Nan-337 09 56 05.0 69 09 21.7 19.301 0.995 −0.61 
Nan-340 09 56 05.5 69 06 43.4 18.907 1.013 –
�Nan-353 09 56 08.7 69 02 24.8 20.090 1.154 −1.10 
Nan-354 09 56 08.8 69 00 23.8 20.671 1.096 −1.94 
Nan-365 09 56 14.1 69 05 05.7 20.588 1.055 −1.26 
Nan-367 09 56 14.3 69 01 30.2 19.946 1.064 −1.63 
Nan-377 09 56 17.5 68 57 12.3 19.614 1.065 −1.22 
�Nan-378 09 56 17.8 68 59 18.9 19.652 0.963 −1.08 
Nan-379 09 56 17.8 69 03 04.9 18.880 1.142 −1.33 
Nan-385 09 56 18.9 68 59 55.6 19.790 0.800 −1.79 
Nan-388 09 56 21.1 69 02 01.8 18.651 0.900 −1.46 
Nan-398 09 56 27.5 69 01 10.1 17.446 0.849 −1.53 
Nan-404 09 56 31.7 69 03 55.2 20.157 1.163 −0.26 
�Nan-410 09 56 36.9 69 01 46.6 19.318 1.412 −0.30 
Is40083 ∗ 09 56 38.5 69 22 50.3 18.185 0.660 −1.29 
Is50225 ∗ 09 56 40.6 68 59 52.6 18.178 0.966 −0.04 
HoIX-4-1038 � 09 57 40.0 69 03 25.0 19.145 0.090 –
Id30244 ∗ 09 57 54.9 68 49 00.4 19.582 1.025 −1.76 
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PPENDIX  B:  MLPCA  

n the following text, we show a snippet code to run the algorithm
n R and python . The code uses as input a matrix of covariates X,
 error matrix Xsd of same dimension, and the desired dimension of
he projection, p < rank(X). 
Listing 1: R script 
MLPCA <- function(X, Xsd,p,MaxIter = 1e5) 

 

# Initialization 
epsilon <- 1e-10 # Convergence Limit 
MaxIter <- MaxIter # Maximum no. of iter- 

tions 
m <- nrow(X) 
n <-ncol(X) 
VarX <- Xsd ∧ 2 # Variance 
DecomX <- RSpectra::svds(X, p) #SVD 
U <- DecomX$u 
S <- diag(DecomX$d) 
V <- DecomX$v 
i <- 0 # Loop counter 
Sold <- 0 # Holds last value of objec- 

ive function 
k <- -1 # Loop flag 
while (k < 0) { 
i <- i + 1 #Loop counter 
# Evaluate objective function 
Sobj <- 0 # Initialize sum 
LX <- matrix(data = 0,nrow = nrow(X), 

col = ncol(X)) 
for (j in 1:n) { 

Q <- diag(1/VarX[, j]) 
F <- solve(t(U) % ∗% Q % ∗% U) 
LX[,j]<- U % ∗% (F % ∗% (base::t(U) % ∗% 

Q % ∗% X[, j]))) 
Dx <- matrix(X[, j] - 

X[, j]) # Residual Vector 
Sobj <- Sobj + base::t(Dx) % ∗% Q 

 ∗% Dx } 
NRAS 516, 1320–1338 (2022) 
# Convergence check 
if (i %% 2 = = 1) { 
ConvCalc <- base::abs(Sold - 

obj)/Sobj 
if (ConvCalc < epsilon) { 

k <- 0 } 
if (i > MaxIter) { 

k <- 1 
stop(’’MaxIter exceeded’’) }} 

#Flip matrices 
if (k < 0) { 
Sold <- Sobj 
DecomLX <- RSpectra::svds(LX, p) 
U <- DecomLX$u 
S <- diag(DecomLX$d) 
V <- DecomLX$v 
X <- t(X) 
VarX <- t(VarX) 
n <- ncol(X) 
U <- V }} 

DecomFinal <- RSpectra::svds(LX, p) 
U <- DecomFinal$u 
S <- diag(DecomFinal$d) 
V <- DecomFinal$v 
out <- list(’’U’’ = U, ’’S’’ 

 S,’’V’’ = V) 
return(out) } 

Listing 2: Python script 
import datetime 
import numpy as np 
from numpy.linalg import inv 
from sklearn.datasets import load iris 
import scipy.sparse.linalg as sp 
def MLPCA(X, Xsd, p, MaxIter = 1e5): 

epsilon = 1e-10 
MaxIter = MaxIter 
m = X.shape[0] 
n = X.shape[1] 
VarX = np.multiply(Xsd, Xsd) 
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Figure D1. Flux ratio from the Gaia EDR3 passbands as a function of the 
( g − i ) colour for point sources, spectroscopically confirmed GCs, and GC 

candidates according to the legend. The inner crosses highlight halo GC 

candidates. 
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U, o, V = sp.svds(X,k = p) 
i = 0 
Sold = 0 
k = -1 
while (k < 0): 

i = i + 1 
Sobj = 0 
LX = np.mat(np.zeros((X.shape[0], 

.shape[1]))) 
for j in range(0, n): 

Q = np.diagflat(1 / VarX[:, j]
F = inv(U.T @ Q @ U) 
LX[:, j] = U @ (F @ (U.T @ 

Q @ X[:, j]))) 
Dx = np.mat(X[:, j] - 

X[:, j]) 
Sobj = Sobj + Dx.T @ Q @ Dx

if i % 2 = = 1: 
ConvCalc = np.abs(Sold - 

obj) / Sobj 
if ConvCalc < epsilon: 

k = 0 
if i > MaxIter: 

k = 1 
exit(’’MaxIter exceeded’’) 

if k < 0: 
Sold = Sobj 
U, o, V = sp.svds(LX,k = p) 
V = V.T 
X = X.T 
VarX = VarX.T 
n = X.shape[1] 
U = V 

U, o, V = sp.svds(LX,k = p) 
S = np.mat(np.diag(o)) 
V = V.T 
return U, S, V 

PPEN D IX  C :  SPATIAL  DISTRIBU TION  

aving information on proper motions, in Fig. C1 , we show the
patial distribution for each of the GC candidates category colour- 
Figure C1. Spatial distribution in Aitoff projection of G
oded by counts of GC within each square bin of 0.15 deg on each
ide. Despite the compelling evidence of GC bridge between M 81
nd M 82, considerably contribution comes from GC without proper 
otion information. Thus, spectroscopic follow-up will be carried 

ut around the region to confirm the potential bridge hypothesis. 

PPENDI X  D :  FLUX  EXCESS  

esides the astrometric information used in Section 2.3 , Gaia EDR3
rovides photometry in three bands, G , G BP , and G RP . The first
ne co v ers the wav elength range from 330 to 1050 nm and results
rom the profile-fitting of the sources in the astrometric field. The
atter ones are integrated over a rectangular aperture from the low-
esolution spectra observed with two different prisms, and their joint 
ange of wavelength matches with that of the G band, with slightly
ifferent transmission curves (Evans et al. 2018 ). The similarity 
etween these passbands leads to the definition of the flux ratio, ( I BP 

 I RP )/ I G , as a proxy of crowded regions. Although the flux ratio
rom the Gaia passbands, ( I BP + I RP )/ I G , is assumed as an indication
f crowded regions, large values can also represent extended objects. 
his is particularly rele v ant in the case of GCs in nearby systems,
MNRAS 516, 1320–1338 (2022) 

C candidates divided by proper motion categories. 
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nloaded from
 https://academ

ic.oup.com
/m

nras/article/516/1/1320/66
ike the M 82/M 82/NGC 3077 triplet, for which the typical ef fecti ve
adii ( ∼0.2 arcsec, from r eff ∼ 3 pc , e.g. Harris 1996 , 2010 Edition,
nd Caso et al. 2014 , and the distance assumed in this paper) is
omparable to the pixel scale for the Gaia astrometric CCD (Gaia
ollaboration 2016 ). Fig. D1 shows the flux excess for GC candidates
s a function of the ( g − i ) colour with blue squares. The majority of
he GC candidates present flux excess close to unity, as expected from
oint sources (Fig. D1 and Fabricius et al. 2021 ). Still, there are ∼20
lausible candidates and a few less plausible ones with flux excess
arger than 2. In contrast, almost all the flux excess for Galactic stars
nd background galaxies are belo w 2. Ho we v er, we are a ware that
everal confirmed GCs also present flux excess close to unity. This
eature cannot be used to unequivocally separate GCs from Galactic
tars in our sample (but see Voggel et al. 2020 ). 

PPENDIX  E:  C O M PA R I S O N  WITH  

O R E G RO U N D  E X T I N C T I O N  ESTIMATES  

o independently test the photometric calibration of the catalogue
nd to estimate the mean extinction of the GCs embedded in
he M 81 disc, we assumed the following approach based on the
pectroscopic metallicities available in the literature for a fraction of
he confirmed GCs (e.g. Perelmuter et al. 1995 ; Nantais & Huchra
010 ), which belong to our photometric catalogue. For such GCs,
e calculated simulated magnitudes in the broad-bands from J-PLUS

hrough the SSPs from the CMD 3.1 web interface, 5 by means of the

 ht tp://st ev.oapd.inaf.it/cgi-bin/cmd 3.1 
NRAS 516, 1320–1338 (2022) 
ARSEC evolutionary tracks (Bressan et al. 2012 ) and a Chabrier
ognormal initial mass function, and a fiducial age of 10 Gyr. Then,
he absorption is estimated as the difference between the simulated
nd real magnitudes, considering the absorption coefficients from
 ́opez-Sanjuan et al. ( 2019 ) and A V = 3.1 × E ( B − V ). We
stimate the magnitudes from the difference between observed and
xpected colours, and the transformations from L ́opez-Sanjuan et al.
 2019 ). We note that the procedure is largely uncertain, due to
he combination of the errors in the spectroscopic metallicities, the
ssumption of a fiducial age for all the GCs, systematic effects from
he SSPs, and the photometric errors. Ho we v er, it serv es the purpose
o estimate a mean A V . By restricting the sample to GCs at projected
istances from the galaxy centre to be larger than 12 arcmin, the
ean absorptions from the broad-band colours are around A V ∼

.19–0.22 mag. The estimated absorptions for these GCs should
e ruled by Galactic foreground extinction, which is settled at A V 

0.22 mag from Schlafly & Finkbeiner ( 2011 ). The GCs at less
han 12 arcmin from M 81 centre are typically embedded in its disc;
heir mean absorption reach A V ∼ 0.44–0.48 mag leading to a mean
ntrinsic absorption in the disc of M 81 of A V ∼ 0.22–0.26 mag. This
s considerably lower than the mean value calculated by Nantais et al.
 2011 ), but it is also an estimation from optical data, and the samples
n both analysis are not the same. 

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 
91659 by U
niversidade Federal do R

io G
rande do Sul user on 15 D

ecem
ber 2022

http://stev.oapd.inaf.it/cgi-bin/cmd_3.1

	1 INTRODUCTION
	2 DATA
	3 METHODOLOGY
	4 ANALYSIS AND RESULTS
	5 SUMMARY AND CONCLUDING REMARKS
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY
	REFERENCES
	APPENDIX A: LITERATURE SOURCES IN THE REGION OF THE M81 TRIPLET
	APPENDIX B: MLPCA
	APPENDIX C: SPATIAL DISTRIBUTION
	APPENDIX D: FLUX EXCESS
	APPENDIX E: COMPARISON WITH FOREGROUND EXTINCTION ESTIMATES

