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Abstract
Systems whose components interact through long-range forces, such as self-gravitational
systems and non-neutral plasmas, exhibit some intriguing properties compared to systems
with screened or short-range forces. These systems evolve from perturbed states to long-
lived transient states, often referred to as quasi-stationary states, and reach equilibrium
only under certain conditions and on a very long time scale. Although technically there
is no equilibrium, in many cases the behavior of quasi-stationary states can be described
with a few macroscopic variables, suggesting a statistical approach. However, the tools of
equilibrium statistical mechanics are not suitable for dealing with systems with long-range
interactions. Not only do such systems exhibit special thermodynamic properties, such
as negative specific heat and ensemble inequality, but their dynamics are predominantly
non-collisional. Therefore, the dynamical properties must also be taken into account.
In this thesis, we investigate these phenomena using theoretical models and numerical
simulations. In particular, we use Kirchhoff’s vortex formulation for two-dimensional
Euler fluids to study the equilibrium state into which a two-dimensional incompressible
fluid relaxes from an arbitrary initial flow. Employing Lynden-Bell relaxation theory,
we then developed a method to find the state of maximum entropy of the fluid while
preserving all Casimir invariants. We then approach quasi-stationary states by further
developing the method to include the core-halo model with excellent results.

Key-words: long-range interacting systems; Vlasov dynamics; vortex fluids; Kirchhoff
vortex; coherent structures.





Resumo
Sistemas cujos constituintes interagem através de forças de longo alcance, como sistemas
auto-gravitacionais e plasmas não neutros, exibem algumas propriedades intrigantes em
comparação com sistemas com forças blindadas ou de curto alcance. Esses sistemas evo-
luem de estados perturbados para estados transitórios de longa duração, geralmente cha-
mados de estados quase-estacionários, e atingem o equiĺıbrio apenas sob certas condições
e em uma escala de tempo muito longa. Embora tecnicamente não haja equiĺıbrio, em
muitos casos o comportamento de estados quase estacionários pode ser descrito com algu-
mas poucas variáveis macroscópicas, sugerindo uma abordagem estat́ıstica. No entanto,
as ferramentas da mecânica estat́ıstica de equiĺıbrio não são adequadas para lidar com
sistemas com interações de longo alcance. Tais sistemas não apenas exibem propriedades
termodinâmicas especiais, como calor espećıfico negativo e desigualdade de conjunto, mas
sua dinâmica é predominantemente não colisional. Portanto, as propriedades dinâmicas
também devem ser levadas em consideração. Nesta tese, investigamos esses fenômenos
usando modelos teóricos e simulações numéricas. Em particular, usamos a formulação de
vórtices de Kirchhoff para fluidos de Euler em duas dimensões para estudar o estado de
equiĺıbrio no qual um fluido incompresśıvel bidimensional relaxa a partir de um condição
inicial arbitrária. Empregando a teoria de relaxamento de Lynden-Bell, desenvolvemos
então um método para encontrar o estado de entropia máxima do fluido preservando todos
os invariantes de Casimir. Em seguida, abordamos estados quase estacionários desenvol-
vendo ainda mais o método para incluir o modelo core-halo com excelentes resultados.

Palavras-chave: sistemas com interações de longo-alcance; dinâmica de Vlasov; fluidos
de vórtices; vórtice de Kirchhoff; estruturas coerentes.





Simplified Abstract
Vortex fluids are a phenomenon belonging to a class of physical systems that exhibit
several features that cannot be well explained by traditional statistical mechanics, such
as the formation of large and coherent structures through an inverse process of energy
transfer. Two good examples of coherent structures are Jupiter’s famous red spot – a storm
that has existed for at least three hundred years in an extremely violent environment –
and elliptical galaxies such as the Milky Way. Other examples of vortices that have a
greater impact on our daily lives include swirling currents in turbines (which can affect
air travel), ocean eddies (which can affect shipping), and tornadoes (which are potentially
capable of destroying infrastructure on a large scale and occasionally even claiming human
lives).

Figure 1 – NASA’s Juno Mission picture of vortices near Jupiter’s north pole. Image data
from NASA/JPL-Caltech/SwRI/MSSS made available for public access.

In recent years, the study of vortices in fluids has again become an active field (Arnold and
Khesin, Marchioro and Pulvirenti, Newton), but there are still open problems. Statistical
methods and computer simulations are the usual tools to study these systems. Therefore,
in this work we study the evolution of a certain type of vortex dynamics using these two
methods, but we also present a newly developed tool for determining the final state of
vortices that can be found from an arbitrary initial flow. The results obtained are very
satisfactory and are based on the core-halo theory, which divides the vortex into a very
dense central region and a thin halo in which the vortices are non-stationary.

CALVIN A FRACASSI FARIAS, Out-of-Equilibrium Statistical Mechanics Ap-
plied to Two-Dimensional Fluids. Thesis (Doctorate) – Instituto de F́ısica, Univer-
sidade Federal do Rio Grande do Sul, Porto Alegre, 2022.
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1 Introduction

The primary goal of statistical mechanics is to derive macroscopic properties from
the microscopic structure of matter. In other words, it deals with the behavior of large
systems consisting of a large number of particles, where the individual behavior of each
particle cannot be predicted. It is an essential tool in many areas of physics, including
condensed matter physics, nuclear physics, and astrophysics. Probabilistic properties are
at the origin of statistical mechanics through the concept of statistical ensembles, an ideal-
ization that replicates the system under study in all its accessible microscopic states, each
of which represents a possible state in which the real system might be. It is based on the
assumption that the state of a system at a given time can be described by a probability
distribution – for example, one might imagine that the particles in the system are subject
to thermal fluctuations that allow the system to fluctuate rapidly among the many acces-
sible microstates, so that the time-averaged measurement on the real system corresponds
to an averaging of the property in the ensemble of microstates; thus, various macroscopic
quantities such as the average energy or the average velocity of the particles can be calcu-
lated from this distribution without taking into account the microscopic dynamics. Not
surprisingly, the fundamental postulate of statistical mechanics – The Postulate of Equal
A Priori Probabilities – states that for an isolated system in thermodynamic equilibrium,
the probability of reaching each of its accessible microscopic states must be the same [29].
For this reason, numerous conditions must be satisfied before classical statistical mechan-
ics can be applied, such as ergodicity and mixing – an ergodic flow implies that there is
a unique stationary probability density with a fixed energy at equilibrium that can be
reached. However, there is no guarantee that such an equilibrium state will be reached
unless it already starts there or at least there is the additional property of mixing [49].
For these and other reasons, classical statistical mechanics is a theory of matter in equi-
librium. And although it is very successful in many areas of physics, there is a whole class
of systems for which the necessary conditions are not satisfied.

In this thesis we are concerned with the special class of systems that interacts via
long-range forces (LR). Typically, the pairwise potential ϕ(r) that characterizes a LR
interaction is one that decays with exponents smaller than the dimensionality d of the
embedding space [14], i.e., ϕ(r) ∝ 1/rγ, where r is the distance in the configuration space
and γ is any positive real number satisfying the condition γ < d. Examples include
gravitation and electromagnetism, both topics that are well covered in undergraduate
courses, but seldom in the context of statistical mechanics. One of the reasons for this is
that in most systems treated by classical statistical mechanics, the transition time from
a perturbed out-of-equilibrium state to a thermodynamic equilibrium state is very short
compared to macroscopic observation times [12]. This is not true for LR interacting
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systems, where collective effects occur due to particles interacting over large distances,
leading to relaxation times that often diverge with the number of particles. These long-
lived non-equilibrium transient states are called quasi-stationary states (qSS) [14, 56].

The most important condition for a short relaxation time is undoubtedly additivity. It
refers to short-range interacting systems, where the interaction between their constituents
decreases very rapidly with distance, so that the particles are able to thermalize “locally”.
The short-range nature of the forces also means that the interaction energy between two
contacting systems comes from the surface layers in the contact region, whose thickness is
on the order of the molecular length scale. This means that the total interaction energy
between the two systems is due solely to the energy of their interface and becomes neg-
ligible as the size of the system increases. Moreover, it has been formally demonstrated
that the property of additivity is responsible for the concavity of the thermodynamic
potentials of entropy and free energy [50]. Therefore, the free energy and other thermo-
dynamic functions of a non-additive composite system are not necessarily the sum of the
corresponding quantities of its subsystems.

Since it is known that a system with long-range forces does not satisfy the additivity
condition, the question arises to what extent classical statistical mechanics is applicable
to these systems. It is now well known that non-additivity does not preclude a formal
treatment of statistical mechanics, even though it leads to some results that may seem
strange at first glance, such as inequivalence of ensembles [5, 32, 18], negative specific
heat [53, 38, 9], and ergodicity breaking [48, 24, 31]. However, the absence of these
properties has not prevented many attempts to apply equilibrium statistical mechanics to
find steady states of systems with LR interactions [26, 43, 3, 7]. In particular, we observe
two statistical approaches to systems whose potentials are long-ranged: i) Lynden-Bell’s
(LB) violent relaxation theory for computing the steady states of self-gravitating systems
(SGS), where the violently changing gravitational field of newly formed galaxies plays
an important role in the statistics of stellar orbits; and ii) Onsager’s work on statistical
hydrodynamics explaining the spontaneous formation of large-scale, long-lived vortices in
two-dimensional flows as a consequence of equilibrium statistical mechanics at negative
absolute temperature.

In a seminal work [37], Lynden-Bell observed the profile of galaxies and globular
clusters and determined that there must be a similar relaxation process in all of them. LB
then proposed a statistical theory to describe the steady state based on the conservation
of density of the distribution function in the framework of Vlasov’s dynamics. Under
the assumption of collisionless dynamics, his theory accurately describes the steady state
of initial distributions satisfying the virial condition. It is now known that a perturbed
system, instead of immediately reaching thermodynamic equilibrium, first relaxes to a
qSS with a characteristic time of order τv = O(1) by the process of violent relaxation. It
is shown that the qSS is indeed a stationary state of the Vlasov equation. If the number
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N of particles composing the system is finite, the system relaxes by finite size effects into
a thermodynamic equilibrium state with a characteristic time of order τc = O(N ζ). The
value of the exponent ζ is arguable, but for homogeneous water bag distributions it has
been shown to be close to ζ ≈ 1.7 [56, 42].

Figure 2 – Schematic description of the dynamical evolution of systems with LR interac-
tions. First there is a violent relaxation at characteristic time τv = O(1), and
then there is a collisional relaxation at characteristic time τc = O(N ζ).

The existence of qSS and the division of the relaxation process into two different time
scales is due to the collisionless nature of the dynamics of LR interacting systems. The
force acting on a particle of a many-body system is the result of its interaction with all
other particles of the system. If these interactions do not decrease rapidly with distance,
as in the case of a short-range interaction, the mean field is much more important to the
dynamics of the particle than the interactions with its neighbors. At the thermodynamic
limit, when N → ∞, the dynamics is completely dominated by the mean field, and the
particles move as if there were no collisions. In collisionless dynamics, the distribution
function evolves like the density of an incompressible fluid. Thus, the local density re-
mains constant along the flow while the distribution evolves. As a result, the distribution
function undergoes a filamentation process on smaller and smaller length scales until fi-
nally the evolution takes place on such a small length scale that it is no longer perceptible
to any observer. In this situation, a macroscopic (or coarse-grained) steady state of LB’s
statistics is reached while the underlying microscopic distribution function continues to
evolve.

Similar to self-gravitating systems in which galaxies follow a type of organization
revealed in the Hubble classification [8], hydrodynamic vortices, whose dynamics are gov-
erned by the Euler equation, occur in a variety of phenomena and show the formation of
large-scale coherent structures in two-dimensional flows. The most remarkable feature of
these coherent structures is their persistence in highly turbulent environments. For exam-
ple, the Great Red Spot on Jupiter, a giant vortex that has persisted in turbulent shear
for more than three centuries, is probably due to this general feature [40]. Just as the
regularity in the light distribution of elliptical galaxies suggests a fundamental relaxation
process, the spontaneous order observed in large-scale two-dimensional vortices suggests
that there is an underlying principle governing the inverse energy cascade [44, 16]. In the
case of two-dimensional turbulence, Onsager [46] was the first to suggest that an explana-
tion might be found in the statistical mechanics of the Euler equations. In particular, he
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showed that the state of maximum entropy has a negative absolute temperature when the
vortices are considered as particles and Boltzmann statistical mechanics is invoked. The
reason for such an inverted population is that, unlike particle systems, for fluids confined
in a finite region – such as a planetary surface – the accessible phase space has a finite
volume. The compact phase space leads to the fact that the entropy has two branches:
one, in which it increases with the energy, similarly as in normal particle systems, and a
branch, in which the entropy decreases with the energy. This second branch leads to a
negative absolute temperature if the usual rules of thermodynamics are applied to define
temperature. Ultimately, the presence of a negative temperature state would lead to a
population inversion in which microscopic vortices cluster together to form a very small
number of macroscopic vortices. In practice, a fluid need not be confined in a finite space
to satisfy the conditions for the existence of a negative temperature state – conservation
of angular momentum leads to an effective confinement potential, which also leads to
self-confinement and population inversion [47].

Both Lynden-Bell’s and Onsager’s theories presuppose ergodicity and mixing, on which
the thermodynamic argument is based. However, if Onsager’s argument is correct, any
uniform two-dimensional vortex distribution would have to relax into a huge circular vor-
tex. On the other hand, it is known from the work of Kirchhoff that a uniform elliptical
vortex undergoes rigid rotation and maintains its shape [30]. Moreover, it has recently
been shown that a Kirchhoff vortex relaxes to a core-halo structure upon perturbation [47],
which is very different from the circular vortex predicted by the Onsager theory of equi-
librium statistical mechanics. The analogy between the violent relaxation and the mixing
of vortices lies in the similar morphology of the Euler and Vlasov equations. And, as
with SGS, there is an additional subtlety in the application of statistical mechanics to
fluid dynamics. It is well known that the Euler equations for an incompressible two-
dimensional fluid medium can be written in terms of vorticity. However, the vorticity Γi

of the ith individual vortex must be infinitesimal, so that in the thermodynamic limit,
when N → ∞, the net vorticity remains finite and equal to ∑N

i Γi = ΓT . This is precisely
the thermodynamic limit for systems with LR interactions in which the Vlasov equation
governs the dynamics.

The core-halo model is not a complete theory as far as violent relaxation to quasi-
stationary states is concerned, but it is undoubtedly relevant [25]. For example, it semi-
quantitatively describes the relaxation of the Kirchhoff vortex to quasi-stationary states
in a way that corresponds to the violent relaxation of self-gravitating systems. In this case
however, unlike real particles, single point-like vortices of finite strength are physically
impossible due to the infinite fluid velocity in the vortex core. Only vortices of infinitesimal
strength are physically relevant, and indeed the Euler equation can only be mapped to
a system with an infinite number of infinitesimal vortices. Unlike gravitational systems
or plasmas, where collisional effects eventually lead to thermodynamic equilibrium after
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a relaxation time that scales with the number of particles, this is not the case for fluid
systems – the Euler fluid can only relax to a nonequilibrium steady state. For this reason
the qSS is the last stage of evolution and is also called steady state.

In summary, stationary solutions of the Vlasov equation are transient states different
from the Maxwell-Boltzmann equilibrium. They are not necessarily described by con-
ventional thermodynamics and statistical mechanics, so dynamical aspects have to be
considered and new tools have to be developed. In general, out-of-equilibrium steady
states of LR interacting systems exhibit fascinating properties and are much more in-
teresting than conventional thermodynamic equilibrium states. In recent years, a major
effort has been made to incorporate these properties into an extended theory of the statis-
tical mechanics of long-range interactions [14, 19, 35]. In the following, we will review the
well-known theory on statistical approaches to these systems and present new, recently
developed, investigation methods that focus on two-dimensional vortex dynamics. This
thesis is organized as follows. In Chapter 2, we discuss the dynamical and equilibrium
properties of systems with long-range interactions, examining some key properties such
as non-additivity, inequivalence of statistical ensembles, reduced distribution functions
and collisionless dynamics. In Chapter 2 we discuss some aspects of Lynden-Bell’s violent
relaxation and the principle of maximum entropy, and in Subsection 3.2.2 we present an
algorithm for automatically finding the configuration that maximizes entropy. Finally,
two-dimensional incompressible fluid dynamics and molecular dynamics simulations are
discussed in Chapter 4, and a newly developed stochastic method based on the core-halo
model is discussed in Section 4.3.





Part I

Literature review
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2 Dynamical and Equilibrium Properties of
Long-Range Interactions

The large number of particles in many-body systems is one of the reasons why statisti-
cal mechanics is one of the most successful theories in physics. Even with a large number
of degrees of freedom, the equilibrium state reached by a many-body system usually de-
pends only on external thermodynamic parameters, such as volume and temperature,
allowing one to approach it using the concept of statistical ensembles. However, long-
range interacting systems exhibit transient states with longstanding lifetimes that may
diverge in the thermodynamic limit. Yet, the tools of statistical mechanics do not provide
information about the transient states or the time scale on which the process occurs, such
that one must resort to kinetic theories to study out-of-equilibrium dynamics, especially
the approach to quasi-stationary states.

In this chapter, we revisit statistical equilibrium properties of long-range interactive
systems and also their dynamical properties – in particular, the derivation of the Boltz-
mann transport equation and kinetic theories such as the one-particle distribution func-
tion.

2.1 Non-additivity and the Definition of Long-Range Interactions
Systems with long-range interactions differ from systems with short-range interactions

mainly by the contributions to their internal energy, since the interactions between dif-
ferent subsystems cannot be neglected. Long-range interactions is a definition of systems
whose pairwise interacting potential decays slowly. For example, consider the particular
case where the interaction potential ϕ(r) is equal to

ϕ(r) = κ

rγ
, (2.1)

where κ is a coupling constant, r is the distance in the configuration space, and γ is an
arbitrary scalar number that controls the range of the interaction. Let the internal energy
U of a particle located in the center of a d-dimensional (hyper-)sphere of radius R filled
with homogeneous density ρ be equal to

U =
∫ R

δ

ρ κ

rγ
ddr (2.2)

where δ is an arbitrarily small radius for which the contributions from within are neglected.
At the increasing limit of the sphere radius R and with δ tending to zero, the energy
remains finite only if γ is larger than d. Otherwise, the energy increases linearly with the
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volume size, V ∝ Rd, diverging in the limit R → ∞, as shown below.

U = ρ κΩd

∫ R

δ
rd−1−γ dr = ρ κΩd

d− γ

[
Rd−γ − δd−γ

]
, if d ̸= γ. (2.3)

Here, Ωd is the angular volume of a d-dimensional (hyper-)sphere. In the limiting case,
where d = γ, the argument is preserved, but the expression diverges logarithmically. For
this reason, LR interacting systems are also called non-integrable. Moreover, it can be
generalized that for LR interactions each particle interacts with every other particle, so
that the interaction energy grows superlinearly with the number of particles. As a result,
LRI systems are not expected to be either additive or extensive.

The state of thermodynamic equilibrium can be fully specified by a few parameters,
called state variables, which must be either extensive or intensive [12, 49]. An extensive
state variable is defined as a variable whose magnitude is additive for its subsystems, e.g.,
the internal energy U of a system composed of N particles is extensive if for an arbitrary
scalar λ, the equality U(λN) = λU(N) is satisfied. However, the example above has
shown that this is not the case under the framework of long-range interactions.

Extensivity can be recovered by redefining the coupling constant κ′ → κV σ/d−1, where
V represents the volume of the system. In particular, the Kac’s prescription corresponds
to the case where σ = 0, and it’s usually applied for mean-field models in the form of an
1/N prefactor [10].

The two concepts of additivity and extensivity are related but different. To illustrate
this difference, consider the Curie-Weiss-Hamiltonian mean-field, an over-simplification
of the Ising model:

HCW = −κ
2N

N∑
i=1

N∑
j=1

sisj = −κ
2N

(
N∑

i=1
si

)2

, (2.4)

where there are no external magnetic field and the spins variables may assume the values
si = ±1. In this system the distance does not matter, the spins are equally influenced by
all other spins. Then, the prefactor 1/N in (2.4) guarantees the convergence of the energy
per particle to a finite value in the thermodynamic limit. Note that doubling the number
N of spins also doubles the energy, which proves that it is an extensive quantity. However,
the Hamiltonian is not additive. One can imagine that the system is divided into two
equal parts, where on one part all spins have the sign +1 and on the other part all spins
have the sign −1. The energy of each part is thus evaluated as E1 = E2 = −κN/4, but
the total energy of the whole system is clearly Etotal = 0. So it is thus established that
the Curie-Weiss-Hamiltonian mean field is extensive but not additive.

The absence of additivity leads to all the peculiar properties of systems with long-range
interactions. Among these properties is the negative specific heat in the microcanonical
ensemble, which results from the fact that entropy may exhibit non-concave intervals
in the absence of additivity. In fact, it is the additivity property that guarantees the
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concavity of the entropy [50]. And since negative specific heat is not possible in the
canonical ensemble, the long-range interactions also lead to the possibility of inequality
of statistical ensembles.

2.2 Ensemble Inequivalence and Negative Specific Heat
In statistical mechanics, the concept of nonequivalence of ensembles refers to the fact

that different statistical ensembles used to describe the behavior of a system in thermo-
dynamic equilibrium may give different predictions for the macroscopic properties of the
system. This may be the case because the ensembles are based on different assumptions
about the constraints imposed on the system.

One way to understand the nonequivalence of ensembles is to consider the concept
of convexity. A convex function always lies above its tangent lines, while a concave
function lies below its tangent lines. The convex envelope of a function is the function
obtained by taking the lower envelope of all tangents to the original function. Therefore, a
thermodynamic function is said to be convex if it contains all the line segments connecting
any two pairs of points. In general, a limited part of the available space is accessible
to the system, which is due to the specifics of the system under study. However, the
accessible part is always convex when short range interactions are involved, which is
a direct consequence of additivity. If long-range interactions are at play, the lack of
additivity can cause the associated spaces to be non-convex, even if there are convex
regions – the so called convex intruders. Then, for example, the entropy may exhibit gaps
in the domain of its thermodynamic parameters that prevent the system from moving into
other valid domains, which means that the intermediate values of the extensive parameters
are not necessarily accessible and that the ergodicity condition is not satisfied [14, 50].

If concave domains are found in thermodynamic functions, such as the microcanonical
entropy, Legendre transformation is not correct, yielding a concave envelope that ulti-
mately leads to inequivalence between statistical ensembles. The physical consequences
are many, but one of the most relevant for this work arises from the concave envelope
of the entropy-energy curve, which causes a negative specific heat. The heat capacity at
constant volume is defined as Cv = ∂E/∂T . Therefore, the relation

∂2S

∂E2 = −1
CvT 2 , (2.5)

implies that Cv is negative in the interval [E1, E2] shown in Figure 3, since the convexity
of the entropy ∂2S/∂E2 > 0 in the same interval.

The nonequivalence of ensembles arises from the fact that the predictions of the mi-
crocanonical and canonical ensembles may be different for the macroscopic properties of
the system, even though both ensembles are based on the same underlying statistical
mechanics. This is because the assumptions about the constraints imposed on the system



26 Chapter 2. Dynamical and Equilibrium Properties of Long-Range Interactions

Figure 3 – Schematic representation of a fictitious thermodynamic function of the micro-
canonical entropy s(E) exhibiting the concave envelope and the correspondent
schematic representation of the inverse temperature β(E). The dashed thin
line in the left panel shows the entropy-energy curve if additivity were satisfied.

lead to different predictions for the behavior of the system as a whole. Negative spe-
cific heat is possible only in the microcanonical ensemble – in the canonical ensemble the
specific heat is positive by definition. Therefore, near phase transitions, ensembles may
be inequivalent [5, 52]. It turns out that first order phase transitions in the canonical
ensemble are a necessary condition for the inequality of the ensembles.

2.3 Kinetic Theory and Reduced Distribution Functions
The solution of a kinetic equation determines the dynamic state of the distribution

function of a single particle. Consequently, the kinetic equation must be a closed equation
of the single-particle distribution function. The BBGKY hierarchy, an approach that
takes into account the full N -body dynamics and was proposed almost simultaneously by
Bogoliubov (1946), Born and Green (1949), Kirkwood (1946), and Yvon (1935), is often
used in the derivation of the Boltzmann transport equation. It is as follows.

Consider a d-dimensional system composed of N identical particles of mass m. The
Hamiltonian is written as

H =
N∑

i=1

p2
i

2m + 1
2

N∑
i=1

N∑
j ̸=i

V
(
|qi − qj|

)
, (2.6)

where qi and pi are respectively the coordinates of position and conjugate momenta of the
ith particle. The particles interact with each other by the central potential V

(
|qi − qj|

)
,

or Vij for short. The full N -body distribution function f (N)(x1, . . . ,xN , t) accurately
describes the evolution of the system in a 2dN -dimensional phase space, where xi is
defined as the 2d-dimensional vector (qi,pi). The probability of encountering the system
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at a time t in the infinitesimal volume dx1 . . . dxN around the phase space coordinate
(x1, . . . ,xN) is thus proportional to f (N)(x1, . . . ,xN , t) dx1 . . . dxN . Since the probability
that the system is somewhere in the phase space is equal to one at any time, the evolution
of the distribution function is determined by the continuity equation, i.e.,

∂

∂t
f (N)({xi}, t) +

N∑
j=1

∂

∂xj

(
ẋj · f (N)({xi}, t)

)
= 0 (2.7)

where {xi} denotes the set of vectors xi ∀ i ∈ {1, . . . , N}. If the coordinate and momen-
tum variables are put in evidence, the continuity equation is written as follows.

∂

∂t
f (N)({qi}, {pi}, t) +

N∑
j=1

q̇i · ∇jf
(N)({qi}, {pi}, t)

+
N∑

j=1
ṗj · ∂

∂pj

f (N)({qi}, {pi}, t) = 0
(2.8)

where the usual notation ∇i ≡ ∂/∂qi was adopted. Once the Hamiltonian’s equations of
motion,

q̇i = pi

m
, (2.9)

ṗi = −
N∑

j ̸=i

(∇iVij), (2.10)

are introduced, the Liouville equation is obtained:

∂

∂t
f (N)({qi}, {pi}, t) +

N∑
i=1

pi

m
· ∇if

(N)({qi}, {pi}, t)

−
N∑

i=1

N∑
j ̸=i

(∇iVij) · ∂

∂pi

f (N)({qi}, {pi}, t) = 0.
(2.11)

However, it is challenging to deal with Liouville’s equation of f (N)({qi}, {pi}, t) since it
describes the evolution of a 2dN -dimensional function. To simplify this treatment, we
can define reduced distribution functions by integrating over some degrees of freedom. In
particular, the reduced s-particle distribution function is defined by the partial integration
of the N -body distribution function, i.e.,

f (s)(x1, . . . ,xs, t) = N !
(N − s)!

∫
dxs+1 . . . dxN f

(N)(x1, . . . ,xN , t). (2.12)

Since both Hamilton’s equation and Liouville’s equation are invariant to the permutation
of any two particles, the distribution function must also satisfy this condition. Thus, there
is no dilemma concerning the question which set of (N − s) particles should be integrated
in order to obtain the reduced s-particle distribution function. If we further assume that
the distribution function f (N)({xi}, t) is normalized to unity, then f (s)(x1, . . . ,xs, t) is
normalized to∫

dx1 . . . dxs f
(s)(x1, . . . ,xs, t) = N !

(N − s)! . (2.13)
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The time evolution of the s-particle distribution function can be calculated by the
corresponding partial integration of the Liouville equation. If one then assumes that
f (N)({xi}, t) vanishes at the boundary domain of definition, i.e.,

∫
dxi

pi

m
· ∇if

(N)({xi}, t) = 0 and (2.14)∫
dxi (∇iVij) · ∂

∂pi

f (N)({xi}, t) = 0, (2.15)

the time evolution is given by

∂

∂t
f (s)(x1, . . . ,xs, t) = −

s∑
i=1

pi

m
· ∇if

(s)(x1, . . . ,xs, t)

+
s∑

i=1

s∑
j ̸=i

(∇iVij) · ∂

∂pi

f (s)(x1, . . . ,xs, t)

+
s∑

i=1

∫
dxs+1 (∇iVi,s+1) · ∂

∂pi

f (s+1)(x1, . . . ,xs, t) if s ∈ {2, . . . , N − 1}.

(2.16)

When s = 1, the above equation holds without the second term on the right-hand side.
Together, the Liouville equation (2.11) and the above equation (2.16) form what is known
as the BBGKY hierarchy: a set of N coupled integro-differential equations in which
the time evolution of each distribution f (s)(x1, . . . ,xs, t) is coupled to the distribution
f (s+1)(x1, . . . ,xs+1, t), except for the Liouville equation itself, which is a closed equation
for f (N)({xi}, t).

So far, the BBGKY hierarchy does not provide a closed equation for a reduced s-
particle distribution function. However, it is expected that a truncation of the hierarchy
to a small value of s by introducing some degree of approximation may be appropriate.
For certain “families” of observables, knowledge of the first few distribution functions
f (s)(x1, . . . ,xs, t), even if not exact, may be sufficient to compute the expected values
of their observables. For example, suppose that an observable O is the sum of identical
one-particle functions a,

O(x1, . . . ,xN) =
N∑

i=1
a(xi). (2.17)

The expected value ⟨O⟩ is given by

⟨O⟩(t) =
∫

dx1 . . . dxN O(x1, . . . ,xN) f (N)(x1, . . . ,xN , t) (2.18)

=
∫

dx1 . . . dxN

N∑
i=1

a(xi) f (N)(x1, . . . ,xN , t). (2.19)

Reducing to the one-particle distribution function, i.e., the particular case where s = 1
in (2.12), and recalling the conditions of normalization and permutation of the reduced
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s-particle distribution function, the expected value ⟨O⟩ is given by

⟨O⟩(t) =
N∑

i=1

(∫
dxi a(xi)

×
∫

dx1 . . . dxi−1 dxi+1 . . . dxN f (N)(x1, . . . ,xN , t)
)

(2.20)

=
N∑

i=1

(∫
dxi a(xi) × (N − 1)!

N ! f (1)(xi, t)
)

(2.21)

=
∫

dx1 a(x1)f (1)(x1, t). (2.22)

Although the expected value is written in terms of the one-particle distribution func-
tion, it still depends on f (2)(x1,x2, t), which depends on f (3)(x1,x2,x3, t), and so on. To
establish a closed equation for f (1)(x1, t), or f (2)(x1,x2, t) for what matters, additional
approximations are required, but these depend on the nature of the system under con-
sideration. A general expression that facilitates additional approximations is to write

f (2)(x1,x2, t) = f (1)(x1, t) f (1)(x2, t) + g(2)(x1,x2, t) (2.23)

f (3)(x1,x2,x3, t) = f (1)(x1, t)f (1)(x2, t)f (1)(x3, t)

+ f (1)(x1, t) g(2)(x2,x3, t) + f (1)(x2, t) g(2)(x1,x3, t)

+ f (1)(x3, t) g(2)(x1,x2, t) + g(3)(x1,x2,x3, t)

(2.24)

where g(s), with s = 2 and s = 3 in the above equations, is the correlation function of the
s-particle distribution function and refers to the deviation from the complete distribution
function in its uncorrelated form. The time evolution of the one-particle distribution
function is then written as follows,

∂

∂t
f (1)(x1, t) + p1

m
· ∇1f

(1)(x1, t) −
(
∇1V

[
f (1), t

])
· ∂

∂p1
f (1)(x1, t)

=
∫

dx2 (∇1V12) · ∂

∂p1
g(2)(x1,x2, t),

(2.25)

where V [f (1), t] is the averaged two-particle interaction potential:

V [f (1), t] =
∫

dx2 V12f
(1)(x2, t). (2.26)

The equation (2.25) shows that the effects of the interactions on the evolution of
the one-particle distribution function can be divided into two terms. The last term on
the left-hand side corresponds to a mean field potential, while the term on the right-
hand side is a pairwise interaction potential that depends on the correlation function.
For LR interactions, the range of the potential spans the entire system, and if it is not
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homogeneous, the mean field dominates over the term with the correlation function,
while for short-range interactions, the gradient of the mean field is negligible because the
characteristic variation length of the potential is much smaller than that of the one-particle
distribution function, while the correlation function and its gradient will have a similar
range as the interaction potential. Therefore, for systems with short-range interactions,
the term on the right-hand side dominates comparing to the mean field term. A common
approximation is to set g(2)(x1,x2, t) to zero when at the thermodynamic limit, which is
satisfactory for LR interacting systems for the reasons given above.

2.4 Deduction of the Vlasov Equation from the Klimontovich Equa-
tion

This section is devoted to the derivation of the Vlasov equation in a simpler proce-
dure than the derivation from the BBGKY hierarchy. The derivations presented here are
restricted to a one-dimensional system with periodic boundary conditions in the config-
uration space. However, they can be easily extended to two or three dimensions. The
motivation behind the Vlasov equation, as we will see below, is to represent the qSS as
an equilibrium state of the underlying continuum evolution of the distribution function.

Let the Hamiltonian of a system consisting of N particles be as follows.

H =
N∑

j=1

Pj

2 + U({Θj}) (2.27)

where Θj and Pj are the canonical coordinates and momenta of the jth particle, respec-
tively. Let the system be periodic in space with Θj ∈ [0, 2π) and the potential be a sum
of pair interactions, such as

U(Θ1, . . . ,ΘN) = 1
2

N∑
i=1

N∑
j ̸=i

V (Θi − Θj). (2.28)

The discrete time-dependent density function of the above system is described by

fd(θ, p, t) = 1
N

N∑
i=1

δ(θ − Θj(t)) θ(p− Pj(t)) (2.29)

where δ denotes the Dirac delta function and (θ, p) is the Eulerian coordinate in the phase
space. By differentiating with respect to time, the density function takes the following
form

∂

∂t
fd(θ, p, t) = − 1

N

N∑
i=1

Pj
∂

∂θ

(
δ(θ − Θj(t)) δ(p− Pj(t))

)

+ 1
N

N∑
i=1

∂U

∂Θj

∂

∂p

(
δ(θ − Θj(t)) δ(p− Pj(t))

)
.

(2.30)
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At this point Hamilton’s equations of motion were introduced. Using the following prop-
erty of the delta function: aδ(a − b) = bδ(a − b), equation 2.30 can also, be written as

∂

∂t
fd(θ, p, t) = − 1

N

N∑
i=1

p
∂

∂θ

(
δ(θ − Θj(t)) δ(p− Pj(t))

)

+ 1
N

N∑
i=1

∂v

∂θ

∂

∂p

(
δ(θ − Θj(t)) δ(p− Pj(t))

)
,

(2.31)

where

v(θ, t) = N
∫

dθ′ dp′ V (θ − θ′)fd(θ′, p′, t). (2.32)

After rearranging the terms, we obtain the formal expression for the Klimontovich equa-
tion. It is also important to note that this derivation is also exact for a finite number N
of particles.

∂fd

∂t
+ p

∂fd

∂θ
− ∂v

∂θ

∂fd

∂p
= 0. (2.33)

The Klimontovich equation is the equivalent of Hamilton’s equations of motion, i.e.,
it contains the information about the orbit of each particle, which makes its solution very
difficult, if not impractical, for a many-body system. Alternatively, starting from a well-
defined set of initial conditions, all close to the same macroscopic state, one could define
an averaged one-particle distribution function, called f0, and performed over the density
of such a macroscopic initial state, denominated fin({Θi(0)}, {Pi(0)}, t).

f0(θ, p, t) = ⟨fd(θ, p, t)⟩ (2.34)

=
∫ ∏

i

dΘi(0) dPi(0) fin({Θi(0), Pi(0)})fd(θ, p, t). (2.35)

Unlike equation (2.29), which is discrete, f0 is smooth, and its time evolution is again
given by an average over fin. At this point, it should be noted that the fluctuations δf
around the smooth distribution are defined as follows

fd(θ, p, t) = f0(θ, p, t) + 1√
N
δf(θ, p, t) (2.36)

The physical interpretation of the above equation is that after integrating the quantity
δf , i.e., the difference between a singular distribution function containing Dirac delta
functions and the smooth distribution function, over an area large enough to contain
many particles but small compared to the total available space, its result will be of order
1/

√
N . Thus, substituting the above equation (2.36) into equation (2.32), we obtain the

following result

v(θ, t) = ⟨v⟩(θ, t) + 1√
N
δv(θ, t) (2.37)
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where the first term is an average over fin and the second defines δv. Substituting the
last two expressions into the Klimontovich equation, we get

∂f0

∂t
+ p

∂f0

∂θ
− ∂⟨v⟩

∂θ

∂f0

∂p

= − 1
N

(
∂δf

∂t
+ p

∂δf

∂θ
− ∂δv

∂θ

∂f0

∂p
− ∂⟨v⟩

∂θ

∂δf

∂p

)
+ 1
N

∂δv

∂θ

∂δf

∂p
.

(2.38)

After averaging over fin we get

∂f0

∂t
+ p

∂f0

∂θ
− ∂⟨v⟩

∂θ

∂f0

∂p
= 1
N

〈
∂δv

∂θ

∂δf

∂p

〉
. (2.39)

Any average over fin by the terms containing δf or δv will be zero, since they depend on
all Lagrangian variables of the initial state. Therefore, equation (2.39) is the equivalent
of equation (2.25) and is an exact expression. The right-hand side of the equation usually
corresponds to the collision term of the Boltzmann transport equation when short-range
forces are acting. Since the right-hand side is of order 1/N , it can be neglected at the
thermodynamic limit, leading to the Vlasov equation

∂f0

∂t
+ p

∂f0

∂θ
− ∂⟨v⟩

∂θ

∂f0

∂p
= 0. (2.40)
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Applications
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3 Lynden-Bell’s Maximum Entropy Principle

This chapter is devoted to the discussion of relaxation for quasi-stationary states
of systems with long-range interactions according to the Lynden-Bell approach. The
similarities of macroscopic systems, specifically the light distribution of elliptical galaxies,
motivated Lynden-Bell to propose a theory of fast relaxation based on energy exchange
through parametric resonances of the self-consistent mean field. Lynden-Bell referred to
this process as violent relaxation because of the strong oscillations affecting the mean
field [37]. The basic idea is that a given initial density distribution, which is not a
stationary solution of the Vlasov equation, undergoes strong oscillations that bring it into
a quasi-stationary state. Despite the underlying dynamics, such a state represents, to a
certain extent, a macroscopic steady state, which would then explain the regularity of light
emitted by elliptical galaxies. However, the quasi-stationary state exists only in a coarse-
grained sense, i.e., at a finite resolution imposed by experiments or computer simulations,
and does not allow to see the full fine-grained evolution of the distribution function. The
coarse-grained version of the one-particle distribution function is thus expressed by

f̄(q,p, t) = 1
(∆q∆p)d

∫
∆q∆p

f(q′,p′, t) dq′ dp′ , (3.1)

where, ∆q∆p is the resolution of the coarse-grain.
The Lynden-Bell proposal is to find a configuration for f̄(q,p, t) that maximizes the

coarse-grained version of entropy. Formally, this can be achieved by discretizing the initial
density distribution function into different levels. The phase space is then divided into
macrocells, which are in turn subdivided into microcells – each microcell containing up
to one density level. All macroscopic observables are defined at the macrocell level, while
the incompressibility intrinsic to Vlasov’s dynamics prevents more than one-level from
occupying a given microcell. This is shown schematically in Figure 4, where the phase
space has been restricted to two dimensions.

For simplicity, consider a one-level distribution function whose density is η discretized
on a two-dimensional grid whose microcells have area h2. The volume fraction occupied
by the level η inside the macrocell i is

ρ(q, p) = ni

ν
, (3.2)

where ni is the number of microcells within the ith macrocell whose density level is η, such
that ρ(q, p) is less than or equal to one. The volume fraction is related to the distribution
function by

f̄(q, p) = η ρ(q, p). (3.3)
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Figure 4 – Schematic representation of the phase space evolution of the density levels.
The left panel shows the phase space representation of the initial state of an
one-level distribution function, while the right panel shows the phase space at
a later time. The total number of microcells occupied by each density level
remains the same, but the macrocell density varies.

Consider now all possible configurations for which there are ni density levels within
the ith macrocell. The first of the ni density levels can be distributed in ν ways, the
second in ν − 1 ways, and so on. Thus, the number of ways to assign the microcells to all
ni density levels is

ν!
(ν − ni)!

(3.4)

The number of density levels in the phase space is always kept constant and equal to
N = ∑

i ni. Then the total number of microstates W corresponding to the macrostate
in which ni microcells are occupied in the ith macrocell is given by the product of all
terms (3.4) with the number of ways of splitting the total number N into groups of ni,
i.e.,

W ({ni}) = N !∏
i ni!

×
∏

i

ν!
(ν − ni)!

(3.5)

Finally, the coarse-grained entropy of the system is defined as s̄ ≡ −kB lnW , where kB

is the Boltzmann constant. In the limiting case where the variations of f̄/η between
macrocells are infinitesimal, i.e.,

∑
i

→
∫ dq dp

h2 , (3.6)

and using the Stirling approximation, the entropy can be written as

s̄ = −kB

∫
dq dp

[
f̄

η
ln
(
f̄

η

)
+
(

1 − f̄

η

)
ln
(

1 − f̄

η

)]
, (3.7)

apart from an additive constant. Here, the arguments of the coarse-grained distribution
function f̄(q, p) are omitted for the sake of clarity.
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Similar to the standard thermodynamic equilibrium, LB proposed that the steady
state of a LR interacting system corresponds to the most likely distribution of density
levels among macrocells. The assumption that microcells are free to move within different
macrocells is consistent with the ergodicity hypothesis. In practice, however, it appears
that dynamic effects may impede mixing [34, 33]. Nevertheless, the entropy given by (3.7)
is a function of the coarse-grained distribution function, i.e., s̄ ≡ s[f̄ ], and can therefore
be maximized, subject to the usual constraints of conservation of energy, mass (or num-
ber of particles), and other particular quantities such as the momentum of the system
under study. Lynden-Bell’s maximum entropy principle therefore leads to a constrained
variational problem that can be solved with Lagrange multipliers.

3.1 Lynden-Bell’s Maximum Entropy Principle for Continuous Dis-
tributions

With the theory discussed so far, the basic ideas have essentially been established, but
specifically for a one-level distribution function. Moreover, the number of ways to assign
N occupied microcells to all macrocells, the first term on (3.5), is calculated exactly as for
Boltzmann gas [29], since the occupied microcells are distinguishable. On the other hand,
the number of ways to assign ni occupied microcells to the ith macrocell was calculated
as a Fermi-Dirac-like statistic – seeing that the microcells cannot be occupied more than
once. One might consider a Bose-Einstein-like statistic, for which the expression (3.4)
would be νni . However, this is not the case here, since the interest is on the Vlasov
dynamics, whose incompressibility property is well represented by the exclusion principle
at the microcell level. It should be noted, however, that the method can be adapted to
different statistics.

For continuous distributions, where the number of density levels can theoretically go
to infinity, an expression is required which takes into account the many different levels.
Consider n levels of phase density fj, for j ∈ {1, . . . , n}. The number of elements with
density fj located at the ith macrocell is then defined as nij. Clearly the total number of
microcells occupied by the the level fj is Nj = ∑

i nij and the total number of occupied
microcells is N = ∑

j Nj.
The number of ways to assign the microcells to all nij density levels within the ith

macrocell is therefore

ν

(ν −∑
j nij)!

. (3.8)

Then, the number of microstates W compatible with the single macrostate defined by the
numbers {nij} is the product of all terms (3.8) with the number of ways of splitting the
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pool of available Nj elements into groups of nij, which gives

W ({nij}) =
∏
j

Nj!∏
i(nij)!

×
∏

i

ν!
(ν −∑

j nij)!
(3.9)

Finally, the entropy slb = ln Ω, which is rescaled by ν takes the form,

slb = −
∑

i

∑
j

nij

ν
ln nij

ν
−
∑

i

1 −
∑

j

nij

ν

 ln
1 −

∑
j

nij

ν

 , (3.10)

apart from some constants.

3.2 A Monte Carlo Method to Solve Lynden-Bell’s Maximum En-
tropy Principle

A numerical technique for maximizing Lynden-Bell entropy (3.10) is presented. It is
based on the random exchange of density levels at the microcell level. For simplicity, the
methods presented in this section are again restricted to two-dimensional phase spaces.
However, they can be easily generalized to higher dimensions. In addition, an Euler fluid
is considered in this section, but only the essential details of the system are presented
here; it will be fully explored in the next chapter.

3.2.1 Elements of Fluid Dynamics

The equations for a two-dimensional incompressible fluid are the Navier-Stokes equa-
tion together with the incompressible condition. When there are no external forces and
no viscosity, the Navier-Stokes equation becomes the so-called Euler equation. In the
vorticity-stream formulation it is written as

∂Γ
∂t

+ (u · ∇)Γ = 0, (3.11)

∇ · u = 0, (3.12)

where Γ = (∇ × u) · k̂ is the vortex density, u(r, t) is the fluid velocity, k̂ is the unit
vector normal to the plane of the fluid, and the coordinate is thus r = xı̂ + yȷ̂. The
incompressible condition (3.12) allows the introduction of the stream function ψ, so that
u(r) = ∇ × ψ(r)k̂ yields the equations of motion

ẋ = + ∂ψ/∂y , (3.13)

ẏ = − ∂ψ/∂x , (3.14)

as well as Poisson’s equation, if one applies the definition of the vortex density,

∇2ψ(r, t) = −Γ(r, t). (3.15)
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The solution of Poisson’s equation can be easily found with the help of Green’s function
G(r, r′) of the Laplacian operator [2], which in open space (infinite domain) takes the
form

G(r, r′) = − 1
2π ln |r − r′| . (3.16)

Therefore, the solution of (3.15) is

ψ(r, t) =
∫

dr′ Γ(r′, t)G(r, r′), (3.17)

= − 1
2π

∫
dr′ Γ(r′, t) ln |r − r′| . (3.18)

Moreover, the energy is a conserved quantity of the Euler equation and is given by

H =
∫

dr
1
2
(
ẋ2 + ẏ2

)
(3.19)

=
∫

dr
1
2 (∇ψ)2 (3.20)

= −1
2

∫
dr Γ(r)ψ(r) (3.21)

= − 1
4π

∫∫
dr dr′ Γ(r) Γ(r′) ln |r − r′| . (3.22)

Here the solution of Poisson’s equation was introduced instead of ψ(r).
This expression for the energy highlights the pairwise logarithmic interaction, which

corresponds to a power law decay with an effective exponent δ = 0; characterizing the
system as one with LR interactions, since the dimension of the embedded space d = 2 is
greater than δ.

Further conserved quantities are the total vorticity and the angular momentum. Re-
spectively,

Γt =
∫

dr Γ(r), (3.23)

L =
∫

dr Γ(r)∥r∥2, and (3.24)

3.2.2 The Stochastic Entropy Maximization Algorithm

For the initial one-level waterbag distribution of vortices, the Lynden-Bell distribution
corresponding to the state of maximum entropy can be explicitly calculated under the
constraints of the given conserved quantities,

flb(r) = η

1 + exp
{
η(βψ(r) + α∥r∥2 − µ))

} , (3.25)

where η is the density of the waterbag distribution, ψ(r) is the stream function associated
to the distribution through the Poisson equation (3.15), and β and α are the Lagrange
multipliers which are connected with the energy and the angular momentum, respectively.
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Solving the Poisson equation using (3.25) as the source function and taking into account
the conserved quantities yields the Lagrange multipliers as well as the distribution function
itself.

The Lynden-Bell statistical approach allows the explicit calculation of solutions of the
Vlasov equation, taking into account constraints such as those shown here. However, for
an arbitrary initial flow, this would require an infinite number of Lagrange multipliers,
which makes the solution of the Linden-Bell equations very difficult. For this reason, an
algorithm was developed to determine the Lynden-Bell equilibrium in a simple way using
a Monte Carlo approach (MC).

The algorithm, called Stochastic Entropy Maximization Algorithm (SEMA), is based
on the canonical MC method with two Lagrange multipliers α and β – the first to preserve
the total angular momentum and the second to preserve the total energy in the system.
To find the equilibrium distribution in the framework of LB’s theory, the initial vorticity
distribution, in this case f(x, y), is discretized into the coarse-grained function f̄(i, j)
whose domain is a regular M×N grid. This rectangular lattice is formed from the tensor
product of two uniform regular grids of (L, L):

{xi = (i− 0.5)hx − L, i = 1, . . . ,M, hx = 2L/M}, (3.26)

{yj = (j − 0.5)hy − L, j = 1, . . . , N, hy = 2L/N}. (3.27)

such that the coordinate (x, y) in the phase space maps to the center node of the ij-cell
in the Eulerian mesh, that is, f(x, y) → f̄(i, j), or f̄ij for short. Each of the lattice’s
cells contains ν microcells, for which the density of the microcell of index k is ηk, and the
density at coordinate (i, j) is simply the arithmetic mean over all its microcells

f̄ij = 1
ν

ν∑
k=1

ηij,k (3.28)

At the beginning, the density levels are set to a value identical to the distribution
function in the corresponding coordinate, i.e., ηij,k = f(xi, yj) ∀ k ∈ {1, . . . , ν}, so that all
the microcells within a macrocell (i, j) have exactly the same density level. The stream
function ψij produced by the density distribution function f̄ij is computed on an identical
M×N Eulerian mesh at the macrocell level using the discrete Poisson equation,

(∆ψ)ij = −2πf̄ij,

(D2
xxψ)ij + (D2

yyψ)ij = −2π 1
ν

ν∑
k=1

ηij,k,
(3.29)

where the second central difference operator is denoted by

(D2
xxψ)ij ≡ ψi+1,j − 2ψi,j + ψi−1,j

h2
x

, and (3.30)

(D2
yyψ)ij ≡ ψi,j+1 − 2ψi,j + ψi,j−1

h2
y

, (3.31)
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with Dirichlet boundary conditions within a disk D of radius L, ∂D = 0. The total energy
and angular momentum of the initial distribution are respectively:

E0 = hxhy
1
2
∑
i,j

f̄ijψij (3.32)

L0 = hxhy

∑
i,j

f̄ijr
2
ij (3.33)

The basic steps of SEMA are as follows:

1. Select two macrocells at random. The first macrocell is selected and then removed
from a list containing all macrocells of the grid; then

2. For each of the selected macrocells, select a microcell at random. If a microcell is
empty its density level is zero. If the chosen density levels are the same, go back to
the first step; otherwise

3. Compute the energy and angular momentum variation for the attempted exchange:

δE = (ηA,1 − ηB,2) × (ψA − ψB) , (3.34)

δL = (ηA,1 − ηB,2) ×
(
r2

A − r2
B

)
, (3.35)

where A and B refer to the macrocells containing microcells 1 and 2, respectively.
r2 is the square distance from the origin to the center of the macrocell and ψ is the
stream function; next

4. Evaluate the acceptance condition. The Metropolis algorithm establishes the ac-
ceptance criterion for the exchange,

e−βδE−αδL > P (X), (3.36)

where P(X) is a uniform random number between 0 and 1. Starting with an initial
guess, the Lagrange multipliers β and α must be adjusted so that the energy and
angular momentum are conserved.

5. Perform steps 1. through 4. until all coordinates are chosen exactly one time. This
defines a Monte Carlo step (MCS) – a cycle in which at least one microcell in each
coordinate of the grid is tested against the acceptance condition and given a chance
to exchange density with another randomly selected microcell. Then, reinitialize
the list used in the first step;

6. After each MCS the values of f̄ and ψ are updated. The Lagrange multipliers are
updated as:

β(new) = β(old) + σE(E − E0)/E0, (3.37)

α(new) = α(old) + σL(L− L0)/L0. (3.38)
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Where E and L are respectively the energy and angular momentum of the current
iteration; and E0 and L0 are the conserved values of these quantities. The parameter
σ controls the speed of updates. The updates will stop when both energy and
angular momentum converge to the target values E0 and L0.

The choice of an appropriate exchange mechanism, i.e., the set of acceptance conditions
plus constraints (steps 4. and 6.) is imperative. For example, the choice of Lagrange
multipliers leads to constraints on the energy and angular momentum in step 6. Note
that the signals in equations (3.37) and (3.38) have meaning. When the values of energy
or angular momentum are larger than in the initial constraint, the increase in β or α
expresses the intention to accept positive exchanges for these quantities with a lower
probability.

For an one-level waterbag vorticity, the initial condition and the equilibrium density
distribution obtained using SEMA is plotted in Figure 5, where the radial density distri-
bution is also plotted. As seen, the results of SEMA are in excellent agreement with the
numerical solution of LB theory.

The advantage of SEMA is that it automatically takes into account different density
levels of the initial distribution, whereas in a direct entropy maximization these have to
be considered as an infinite set of Lagrange multipliers. For example, in Figure 6 relax-
ation of the initial distribution f(x, y) ∝ exp (−x4 − 16y4) is studied. The equilibrium
density distribution calculated using SEMA is show in Figure 6b, while the radial density
distribution function is shown in Figure 6c.

The results presented in this section were obtained using a square grid with dimensions
M, N equal to 512, number of microcells per macrocell ν = 32, and length of each macrocell
hx = hy = 0.0039L. The stream function is calculated using the successive over-relaxation
(SOR) iterative method [51]; more details are given in the next chapter.
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(a) Initial condition (b) Steady-state

(c) Radial distribution

Figure 5 – Snapshots of the phase space obtained using SEMA. The initial
condition is a one-level rectangular distribution function, f(x, y) =
0.5 Θ (1.0 − |x|) Θ (0.5 − |y|), normalized to unity. The steady-state is LB
equilibrium, with radial distribution function shown in (c), obtained from the
maximization of equation (3.25).
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(a) Initial condition (b) Steady-state

(c) Radial distribution

Figure 6 – Snapshots of the phase space obtained using SEMA. The initial con-
dition is a continuous rectangular distribution function, f(x, y) =
0.7e−x4−16y4 Θ (1.0 − |x|) Θ (0.5 − |y|), normalized to unity. The steady state
corresponds to LB equilibrium.



45

4 Two-dimensional Fluid Mechanics

Hydrodynamics is another important field where long-range interactions play a major
role. This chapter deals specifically with two-dimensional high Reynolds number flows.
At high Reynolds numbers, laminar flow becomes turbulent and spontaneous organization
into coherent structures is observed. It should be noted, however, that three-dimensional
flows, such as geophysical flows, also fall into the realm of long-range interactions but
are fundamentally different: in three-dimensional flows, an energy cascade occurs where
energy is dissipated as it moves from large to small scales, whereas in two-dimensional
flows, the introduction of additional constraints, such as finite confined space, leads to an
inverse energy cascade that results in a very small number of large structures.

Turbulent flows exhibit vortices, which are a special form of fluid motion represented
as rotation of fluid elements – vorticity is therefore usually expressed as the rotational
of the fluid velocity, although the mathematical formalism for defining vortices is contro-
versial [55]. Vortices are ubiquitous in nature and can be observed in a wide variety of
phenomena and in a large range of sizes. Examples include, from small to large sizes,
super-fluid vortices, swirling flows in turbines, ocean eddies, tornadoes, Jupiter’s Red
Spot, and even spiral galaxies. Next, we examine Onsager’s statistical approach to two-
dimensional confined vortices, molecular dynamics simulations, and finally the description
and application of an algorithm – similar to Lynden-Bell’s entropy maximization algo-
rithm developed in the previous chapter – to find steady states of two-dimensional Euler
fluids.

4.1 Onsager’s Point-Like Vortex Formalism

In his 1949 paper [46], Onsager argues for the possibility of equilibrium states with
negative temperature. His theory is based on the approximation of the continuous Euler
system by a large but finite number of point-like vortices – i.e. on the definition of vortex
density as introduced by Helmholtz [28],

Γ(r, t) =
∑

i

Γi δ [r − ri(t)] . (4.1)

And since the velocity of the point-like vortices must be equal to the velocity of the fluid
at the same location, it follows that dr/dt = ∇i × ∑

j ̸=i Γj G(ri, rj)k̂, where G(ri, rj)
is the Green’s function solution to the Poisson equation (3.16), which also leads to a
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Hamiltonian structure of the equations of motion,

Γi
dxi

dt = +∂H
∂yi

, (4.2)

Γi
dyi

dt = −∂H

∂xi

, (4.3)

defining the Kirchhoff function as

H = − 1
4π

∑
i

∑
j ̸=i

ΓiΓj ln |ri − rj| . (4.4)

The vortex fluid moves thus as an N -body system, where the trajectories of each
vortex is usually very complicated. Nonetheless, the formation of large coherent structures
suggests the possibility of an explanation on statistical grounds.

Onsager’s logic is as follows: N vortices confined to a finite region A have a finite phase
space volume AN , and therefore the number of accessible microstates for a given energy
E must be a non-monotonic function such that Ω(E) tends toward zero for both small
and large E. This implies that there is a critical energy Ec for which Ω(Ec) is maximal.
The critical energy corresponds to the most disordered arrangement of vortices, where
they uniformly occupy the entire available area. In the framework of Boltzmann-Gibbs
statistical mechanics, the microcanonical entropy is S(E) = kB ln Ω(E), which means
that the inhomogeneous vortex distribution has a lower entropy for E > Ec than at
Ec. Since the absolute temperature is 1/T = ∂S(E)/∂E , decreasing entropy leads to
a state with negative absolute temperatures. In conclusion, the presence of states with
negative temperature implies the accumulation of vortices with the same sign of vorticity,
which would explain the formation of large vortex structures in turbulent incompressible
two-dimensional flows.

4.1.1 Issues with Osager’s Statistical Approach

A fundamental theorem of fluid dynamics [39, 22] states that any smooth solution
of two-dimensional Euler equation can be approximated over a finite time interval us-
ing N point-like vortices of vanishing vorticity Γi ∼ ±1/N in the limit N → ∞. This
corresponds exactly to the thermodynamic limit for systems with long-range interac-
tions [15, 13, 35], and it is well known that such systems do not relax to thermodynamic
equilibrium in the limit N → ∞, which precludes the application of Boltzmann-Gibbs
statistical mechanics. Therefore, Onsager’s attempt to explain the formation of large
structures in two-dimensional Euler fluids using standard arguments from statistical me-
chanics is invalid.

In the remainder of this chapter we will confine ourselves to flows with a circulation
of only one sign. However, the theoretical considerations presented here can easily be
extended to all flows containing both clockwise and counterclockwise vortices. Note that
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if all vortices have the same vorticity Γi = ΓT/N , where ΓT is the total vorticity, the
vortex equations of motion (4.2) and (4.3) can be further simplified to read respectively
as (3.13) and (3.14). Then, consider f(r, t) the vortex distribution function. The vortex
density can be written as Γ(r, t) ≡ ΓTf(r, t) if the distribution function is normalized
to unity. Then, since the vortices are simply advected by the flow, as per (3.11), the
distribution function satisfies the Vlasov equation,

∂f

∂t
+ ∂ψ

∂y

∂f

∂x
− ∂ψ

∂x

∂f

∂y
= 0. (4.5)

Vlasov’s dynamics will lead the system to a qSS, and any local functional g[f ] is
conserved along the evolution,

Cf =
∫
g(f(r, t)) dr . (4.6)

These are called Casimir invariants. In particular, the volume occupied by the different
levels of the distribution function is a Casimir invariant of the Vlasov equation, suggesting
that one could apply Lynden-Bell’s theory of collisionless relaxation to the Euler hydro-
dynamics of a two-dimensional inviscid fluid. This idea will be explored in the Sect. 4.3
in the context of the core-halo model.

4.2 Molecular Dynamics Simulations
Simulations of two-dimensional vortex fluids were performed using molecular dynam-

ics simulations (MD). The collisional nature of MD is a fundamental requirement for the
hypothesis of residual correlation between particles. However, from the point of view of
fluid dynamics, where only point-like vortices of infinitesimal strength are physically rele-
vant, this is anything but ideal. Since the number N of particles in computer simulations
is always finite, there are residual correlations between particles due to the force compu-
tation, especially when one considers a Hamiltonian (4.4), yielding equations of motion
such as

ui = 1
2π

N∑
j ̸=i

(ri − rj) × Γj k̂

r2
ij

. (4.7)

The finite pairwise vorticity leads to residual interactions, namely collisions, which can
lead to unreliable results in the large time limit. Another major limitation of direct
numerical integration of these equations of motion is the O(N2) order of the algorithm,
which arises from the long-range interaction between vortices – since one cannot introduce
a cutoff limit size or implement fast methods such as neighborhood searches and cell lists.

A hybrid MD simulation using an adaptive time-step integrator [1] and the particle-in-
cell method [17, 20, 21], which allows the calculation of forces with a “smoothed” solution
of the Poisson equation on a grid, is the alternative method used in this work. The basic
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steps of the algorithm are the following: 1) the space is divided into an M×N rectangular
grid and the vortex strength is assigned to each node located in the center of each grid
cell; 2) the Poisson equation is solved on the lattice consisting of the nodes using an
iterative method; 3) the force on each vortex is obtained by interpolating the potential
obtained in the previous step; 4) a 5th order Runge-Kutta algorithm is used to advance
the system by a time interval dt; 5) repeat until a steady-state is reached.

hx

hy

k

(i − 1, j + 1) (i, j + 1)

(i − 1, j) (i, j)

Ai−1,j+1

Figure 7 – Illustration of the grid representing the particle distribution in the first step of
the particle-in-cell algorithm. The kth vortex, indicated by a black dot, shares
its vorticity between the cell in which it is located and the neighboring cells
that are within range of the PIC core. In the figure, the cell (i− 1, j + 1) has
a contribution proportional to the area Ai−1,j+1.

The first step is to construct a rectangular density lattice with regular nodes at the
center of each cell. Each node is then assigned a vorticity according to the particle-in-cell
algorithm. Next, the discrete Poisson equation is solved using an iterative technique based
on the Gauss-Seidel method called successive over-relaxation (SOR) – both methods are
used to solve a linear system of equations of the form Ax = b, but the SOR includes a
relaxation factor to speed convergence [27]. Decomposing the matrix A into a diagonal
component D, plus the upper and lower triangular components, respectively U and L,
results in (D + U + L) x = b. After a little algebra, it is then written as

(D + ωL) x = ωb − [ωU + (ω − 1)D] x, (4.8)

where ω is the relaxation factor constant, which must be greater than or equal to one and
less than two. ω = 1 recovers the Gauss-Seidel method. The triangular form, (D+ωL), on
the left-hand side of the previous equation allows x to be solved iteratively, by computing
the values x(n) one at a time by forward substitution, as in the following equation,

x(n+1) = 1
D + ωL

{
ωb − [ωU + (ω − 1)D] x(n)

}
. (4.9)
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The discrete Poisson equation is then solved numerically by the above equation, where
x represents the unknown potential at the potential lattice nodes and b represents the
density lattice. The matrix A ≡ D + U + L describes the finite difference approximation
of the Laplacian in the Poisson equation according to a two-dimensional five-point stencil,
which means that the potential must be smooth only when considering the first neighbors.
Rewriting (4.9) for each component x(n)

i yields

x
(n+1)
i = (1 − ω)x(n)

i + ω

aii

bi −
∑
j<i

aijx
(n+1)
j −

∑
j>i

aijx
(n)
j

 , (4.10)

where aij are the components of the matrix A, and bi are the components of the vector
b. The estimate of the error of the method is of the order of O(h2), where h2 ≡ hxhy is
the area of the cell. The complete description of the SOR algorithm is found at Ref. [6].
By interpolating the potential, the force acting on each vortex is calculated and the
position of the vortices is updated by the fifth-order Runge-Kutta algorithm [1]. All
MD simulations in this thesis were performed with a number 223 ≡ 8388608 of point-like
vortices, a 512×512 gridsize, and Dirichlet boundary conditions within a disk D of radius
L, ∂D = 0. The length of each cell is hx = hy = 0.0039L.

4.3 The Core-Halo Statistical Approach
The core-halo theory was introduced to explain the relaxation of an elliptical Kirchhoff

vortex in a rotating reference frame. Recall that Kirchhoff vortices rotate like a rigid body
with a constant angular velocity. In addition, a highly eccentric elliptical vortex patch
is susceptible to linear instabilities [36, 11], but even low eccentricity elliptical Kirchhoff
vortices are susceptible to non-linear instabilities in which the vortices close to the border
enter in resonance with the rotation of the Kirchhoff vortex and are ejected from the
vortex [47], see Figure 8.

Since the Kirchhoff function (4.4) depends only on x and y coordinates, the vortices
that are ejected end up with lower energy than vortices that are inside the core region.
The process of evaporative heating results in the reorganization of the core region and
formation of a core-halo structure. The situation becomes clearer if we transform into the
reference frame that rotates together with the vortex patch: (x, y) → (x̃, ỹ),

x̃ = +x cos(ωt) + y sin(ωt), (4.11)

ỹ = −x sin(ωt) + y cos(ωt). (4.12)

with ω the angular velocity with which an elliptical Kirchhoff vortex rotates. The canon-
ical coordinate transformation can be described by the generating function,

F(x, ỹ) = xỹ

cos(ωt) + x2 + ỹ2

2 tan(ωt), (4.13)
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Figure 8 – Snapshots of the phase space obtained using MD simulation. The fig-
ures show the early stages of evolution of the initial condition f(x, y) =
(2.5/π) Θ (1.0 − x2 − 6.25y2). Notice that even without linear instabilities,
vortices are ejected and concentrate in the resonant region.

such that x̃ = ∂F/∂ỹ and y = ∂F/∂x . Since the generating function has an explicit
time dependence, the stream function in the rotating reference frame will be

ψ̃(x̃, ỹ) = ψ(x̃, ỹ) + ω

2
(
x̃2 + ỹ2

)
. (4.14)

Figure 9 shows the equipotential curves corresponding to the stream function in the
laboratory frame and in the rotating reference frame. It can be seen that the surface of
the ellipse does not represent an equipotential in the laboratory frame, while it becomes
an equipotential in the rotating reference frame for a certain value of ω. This means that
it is possible to write the distribution function so that the dependence on the coordinates
appears only by ψ̃(x, y). This means that the rotating elliptic Kirchhoff vortex is a
stationary solution – in the rotating reference frame – of the Vlasov equation. In the
thermodynamic limit, the Kirchhoff vortex would rotate forever. In practice, however, it
is susceptible to small perturbations that can lead to linear and non-linear instabilities [11,
54, 41, 23]. The perturbed vortices are caught by the isopotential path of the separatrix,
leading to vortex evaporation and halo formation, see Figure 9b.

The separatrix orbit traps vortices that are near the elliptical edge and moves them into
low-energy regions of phase space, where they form a halo, while other vortices compensate
by moving into high-energy regions within the core. This leads to a population inversion
in the core region. This process continues until all the high energy levels inside the core
up to the Fermi energy are completely occupied and a completely degenerate cold core
is formed. In the present case, we consider the cold to be T → 0−, which is consistent
with Onsager’s idea of negative temperature. The final state is a characteristic core-halo
structure with a population-inverted core region. Observations from MD simulations show
that the core is not always completely frozen and the system is dynamically trapped.

In the laboratory frame, halo formation follows a filamentation process, as can be
seen from the simulation of MD – see Figure 10. When the original vortex patch relaxes,
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(a) Laboratory ref. frame (b) Rotating ref. frame

Figure 9 – Isolines of the potentials (thin lines) produced by a Kirchhoff’s vortex (thick
lines). The transformed potential exhibit a separatrix between high- and low-
potential regions (green lines on the right panel).

the vortices are captured by resonance and follow the separatrix path that leads them
away from the core region. Evaporation disturbs the rotation of the core, affecting the
resonance orbit (separatrix), which moves inward. While the ejected vortices migrate to
the low-energy region of phase space, the vortices in the core rearrange themselves so that
the total energy is conserved. However, due to the incompressibility constraint imposed
by the Vlasov dynamics, the process cannot continue indefinitely, and at some point the
core will be frozen – all of the free energy released by the evaporated vortices will result
in a completely degenerate core in which all of the highest energy states up to the Fermi
energy are occupied. At this point, the process of evaporative heating must come to an
end. In practice, one often sees incomplete relaxation where the core does not reach a
fully degenerate frozen state.

To solve the core-halo model, the stream function produced by the particle distribution
with a core-halo structure must be computed self-consistently. The core temperature is
T → 0−, which requires that the occupation of energy levels within the stream function
follows a hierarchical structure in which the higher density levels are closer to the core
center than the lower density levels. At the same time, a process of vortex evaporation
takes place, leading to the formation of a halo. In principle, it is possible to write down
the equations that allow a self-consistent calculation of the core-halo structure, taking
into account the conservation of total energy and total momentum, as well as the volume
occupied by all density levels of the initial distribution function. In practice, however, it
is easier to solve the core-halo theory with a stochastic algorithm, similar to what was
done in Chapter 3 for the LB theory. Here, the algorithm is referred to as the Stochastic
Core-Halo Algorithm (SCHA). The algorithm is based on the following subdivision of
the phase space: in the rotating reference frame, the configuration space is divided into
two active regions, namely core and halo, in which density levels are allowed to remain.
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(a) Initial condition (b) Intermediary state

(c) Steady-state

Figure 10 – Snapshots of the phase space obtained using MD simulation. The ini-
tial condition is a continuous rectangular distribution function, f(x, y) =
0.7e−x4−16y4 Θ (1.0 − |x|) Θ (0.5 − |y|), normalized to unity. The final state
is a steady-state whose core regions accounts for about 92.5% of the total
density

The separatrix then divides the configuration space into a high-energy inner region and
a low-energy outer region. The core corresponds to an inner, maximally packed, cold
region bounded by a Fermi energy εF , and the halo corresponds to a low density non-
uniform region extending from the inner region to the outer region where it is bounded
by the halo energy εH – the halo energy is defined as the value of the isopotential of the
separatrix corresponding to the initial distribution. The angular velocity of the vortex
patch (rotating reference frame) is calculated using the inertia tensor of the distribution:

I =
 ⟨x2⟩ −⟨xy⟩
−⟨xy⟩ ⟨y2⟩

 (4.15)

The angle θ between the x-axis and the major principal axis of the distribution can be
found using the arctan function and the components of one of the eigenvectors computed
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from the inertia matrix (4.15),

θ = arctan
 2⟨xy⟩

⟨y2⟩ − ⟨x2⟩ −
√

4⟨xy⟩2 + (⟨x2⟩ − ⟨y2⟩)2

 , (4.16)

The instantaneous angular velocity can be calculated as the time derivative of θ. Assuming
that the distribution is axisymmetric and that the principal axis coincides with x and y

axes at the time of measurement, so that ⟨xy⟩ −→ 0, yields

ω = dθ
dt = −

˙⟨xy⟩
⟨x2⟩ − ⟨y2⟩ = − ⟨xẏ + yẋ⟩

⟨x2⟩ − ⟨y2⟩ . (4.17)

The Eulerian mesh/discretized version of the above equation can be written as:

ω ≡ −
∑M

i=1
∑N

j=1 f̄ij (xiẏj + yjẋi)∑M
i=1

∑N
j=1 f̄ij

(
x2

i − y2
j

) (4.18)

where M and N are the dimensions of the Eulerian mesh.
Unlike the elliptical Kirchhoff vortex patch, the steady-state angular velocity of an

arbitrary initial distribution is not known a priori. For example, the isopotential lines
shown in Figures 11a and 11b are only approximations, since the rectangular vortex
patch undergoes distortion in the early stages of evolution and does not rotate as a rigid
body. The isopotentials were calculated using (4.14) with angular velocity ω from the
actual particle distribution functions obtained from MD simulation using (4.18). It can
be seen that the point-like vortices in the MD simulation clearly follow the trajectories
described by the isopotential lines. Figure 11c shows that even when the dynamics in
the core region have long stopped, the halo continues to evolve through the process of
filamentation. Since the halo is so tenuous and has a quasi-circular symmetry, it does not
contribute significantly to the resulting angular velocity.

From the structure of the isopotentials, we see that the core exists only in the inner
region, while the halo extends between the inner and outer regions. This is shown in
Figure 12. The core is defined as the inner region whose potential is above the Fermi
energy εF , which will be calculated self-consistently as will be described below. The halo
region is defined as the inner region whose potential is below εF plus the outer region
whose potential is between the halo energy εh and the separatrix region εs, see Figure 12b.
Core and halo belong to the active regions, namely the regions for which density level
exchanges is allowed. Density levels may also be found in the inactive regions – outside
the core and halo – due to initial distribution or due to previously active regions becoming
inactive as the separatrix moves inward. Therefore, transfer from inactive to active regions
is allowed, but not vice versa.

The rules of SCHA are very simple. An exchange between density levels involving
a microcell within the core region is allowed only if it increases the total energy. Note
that the energy change is calculated in the rotating reference frame. In addition, with
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(a) Initial condition (b) Intermediary state

(c) Steady-state

Figure 11 – Contour plots, in the rotating reference frame with ω calculated using equa-
tion (4.18), of the stream function (thin lines) and of isodensities (points)
obtained using MD simulation and equation (4.14). The panels correspond
to the contour plots in Figure 10. The final steady-state exhibits exact isopo-
tentials, while in the initial and intermediary states isopotential curves are
approximate, since the distribution functions undergoes distortion as it ro-
tates. One can see that vortices rearrange themselves by spreading along the
equipotential lines.

the exception of the first move, all exchanges must compensate for the change in angular
momentum, i.e., if the previous move resulted in an excess of angular momentum, only
exchanges that decrease the total angular momentum are accepted, and vice versa. In
this way, the angular momentum should be preserved during SCHA. Random exchange of
levels within halo macrocells is allowed. After one MCS the stream function and angular
velocity are recalculated. Finally, the Fermi energy is updated

ε
(new)
F = ε

(old)
F + σE(E − E0)/E0 , (4.19)

where E is the current iteration energy and E0 is the energy of the initial distribution
that must be conserved. In the present work we used σE = 1 for the speed of updates.
In SCHA the Fermi energy acts as a Lagrange multiplier which is adjusted so that the
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(a) inner and outer regions (b) core and halo regions

(c) isopotentials of ψ̃

Figure 12 – Contour plot of the stream function and divisions of phase space into abstract
regions: (a) shows the division of the phase space into inner and outer regions.
The interface between them is defined by the separatrix, while the outer region
is also bounded externally by εh; (b) shows further division into core and halo
regions. The core is defined as the inner region whose potential is above εF ,
while the halo is defined as the inner region whose potential is below εF plus
the outer region whose potential is between εh and εs; (c) shows isopotentials
of the stream function, including the separatrix εs and the Fermi energy εF .
The uncolored region marks all outer isopotentials with energy greater than
the halo energy εh – the separatrix of the initial condition.

total energy inside the system is conserved. The updates in (4.19) will end when the
distribution converges to the final stationary state with energy E = E0. Note that the
total energy is computed in the laboratory frame. This is necessary because the rotational
velocity changes with each iteration, until a stationary state is reached.

The different stages of SCHA are shown in Figure 13. It shows the distribution function
overlaid by the isopotential levels of the stream function as the calculation progresses.
The vortices move from the inactive regions to the core and halo regions, according to the
established rules. Starting from a continuous vortex distribution, SCHA converges to a
highly non-trivial distribution function that rotates in the laboratory frame with constant
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(a) (b)

Figure 13 – Subsequent stages of SCHA corresponding to the evolution of the distribution
function in in Figure 10 with the contour plot of its potential overlaid over
the phase space snapshots obtained from SCHA. Note that the vortices move
from inactive regions according to the established criteria for core and halo
regions.

angular velocity and has a high-density elliptical core surrounded by a low-density halo,
see Figure 13. In Figures 14 to 23, more complex continuous initial distributions are
considered, the resulting steady-state (in the rotating frame) density profiles are compared
with the results of molecular dynamics simulations.

A flaw in this core-halo approach is that the maximum extent of the halo is calcu-
lated from the separatrix of the initial vortex distribution function. If such a distribution
function is linearly unstable, which is the case at high aspect ratios, the resulting insta-
bility can expel vortices beyond the extent of the separatrix [23]. Figures 14, 16, 18,
and 20 show the stationary solutions (in rotating frame) compared with MD simulations
for various initial distributions. One can see that for these initial distributions the halos
extend farther than what is predicted by the theory. Nevertheless, since the halo density
is so small, this has only a very minor effect on the density distribution and the shape
of the core region, which are very accurately described by the core-halo theory. For a
more quantitative comparison of the theory with the simulations, Figures 15, 17, 19, and
21 present the vortex density distributions along the principal axes, showing that the
theory accounts for the density distribution in the core quantitatively and in the halo
semi-quantitatively. What is even more impressive is that the theory predicts that one-
level rectangular distribution with an aspect ratio greater than ∼ 6.3 relaxes into two
identical distorted elliptical vortex patches of complex shape surrounded by a halo and
rotating about their center of mass. This is quantitatively verified by MD simulations,
which show that splitting into two identical vortex patches occurs at aspect ratios of ∼ 6.1
or greater. Figures 22 and 23 compare the steady-state from SCHA and MD simulations
for an aspect ratio of 6.5. They show excellent agreement.
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(a) Initial condition (b) SCHA’s steady-state

(c) MD simulation’s steady-state

Figure 14 – Snapshots of the phase space obtained using the SCHA and MD simulation.
The initial condition is a one-level rectangular distribution function, f(x, y) =
0.5 Θ (1.0 − |x|) Θ (0.5 − |y|), normalized to unity. The MD simulation has
halo that extends farther than predicted by the theory.

Figure 15 – Comparison of the density distribution over the x- and y-axis of the steady-
states obtained using the SCHA and MD simulation. These correspond to
the steady states shown in Figure 14.
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(a) Initial condition (b) SCHA’s steady-state

(c) MD simulation’s steady-state

Figure 16 – Snapshots of the phase space obtained using the SCHA and MD simula-
tion. The initial condition is a continuous rectangular distribution function,
f(x, y) = 0.7 e−x4−16y4 Θ (1.0 − |x|) Θ (0.5 − |y|), normalized to unity.

Figure 17 – Comparison of the density distribution over the x- and y-axis of the steady-
states obtained using the SCHA and MD simulation. These correspond to
the steady states shown in Figure 16.
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(a) Initial condition (b) SCHA’s steady-state

(c) MD simulation’s steady-state

Figure 18 – Snapshots of the phase space obtained using the SCHA and MD simulation.
The initial condition is a continuous elliptical distribution function, f(x, y) =
1.0 e−x2−4y2 Θ (1.0 − x2 − 4y2), normalized to unity.

Figure 19 – Comparison of the density distribution over the x- and y-axis of the steady-
states obtained using the SCHA and MD simulation. These correspond to
the steady states shown in Figure 18.



60 Chapter 4. Two-dimensional Fluid Mechanics

(a) Initial condition (b) SCHA’s steady-state

(c) MD simulation steady-state

Figure 20 – Snapshots of the phase space obtained using the SCHA and MD simulations.
The initial condition is a one-level rhombic distribution function, f(x, y) =
Θ (1.0 − |x| − 2|y|), normalized to unity. As in the other simulations, the MD
simulation exhibit a thicker halo, but the core predicted by the SCHA is very
similar to the core observed in the MD simulation.

Figure 21 – Comparison of the vortex density distribution along the x- and y-axis in the
steady-state predicted using the SCHA and compared with MD simulations.
These correspond to the steady state shown in Figure 20.
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(a) Initial condition (b) SCHA’s steady-state

(c) MD simulation steady-state

Figure 22 – Snapshots of the phase space obtained using the SCHA and MD simula-
tion. The initial condition is a one-level rectangular distribution function,
f(x, y) = 1.625 Θ (1.0 − |x|) Θ (1/6.5 − |y|). As in the other simulations, the
MD simulation exhibit a thicker halo.

Figure 23 – Comparison of the density distribution over the x-axis and radial distribution
of the steady-states obtained using the SCHA and MD simulation. These
correspond to the steady states shown in Figure 22. The radial distribution
is defined as Γ(r) = (2π)−1 ∫ 2π

0 Γ(r, θ)dθ.





Part III

Final Considerations





65

5 Conclusion

Systems with long-range interactions have peculiarities in their dynamical and equi-
librium properties compared to systems with short-range interactions. Typically, the
methods of classical statistical mechanics do not work for systems with long-range inter-
actions, where dynamical aspects must be taken into account. From a dynamical point
of view, the dominance of the mean field leads to a collisionless relaxation process, which
results in longstanding quasi-stationary states that do not exhibit a Maxwell-Boltzmann
velocity distribution. The quasi-stationary states correspond to stationary solutions of
the Vlasov dynamics, which is valid only in the limit N → ∞. For systems of finite size,
however, the Vlasov dynamics is only a zero-order approximation. The kinetic equations
resulting from the quasi-linear first-order approximations are the Landau and Lenard-
Balescu equations, where finite-size effects drive the system towards equilibrium on a
characteristic time scale τ ∝ N δ, where δ is usually larger than one. Nevertheless, even
at equilibrium, properties such as inequivalence of ensembles can be observed near phase
transitions because the additive property is not present.

This is not the case in two-dimensional fluid dynamics, since single vortices with finite
strength are physically impossible. Therefore, the Euler equation can only be mapped
to a system of infinite point-like vortices, which means that a stationary Vlasov state is
actually the final stage of evolution. The work developed in this thesis takes advantage of
this property and relies on statistical approaches of the single-particle distribution func-
tion. In particular, Kirchhoff’s vortex formalism is used to study stationary solutions of
the two-dimensional Euler equations, where the vortex dynamics obeys Hamilton’s equa-
tions of motion, and the x and y coordinates of the vortex position form a conjugate
pair. A two-dimensional fluid state can therefore be expressed by an infinite number of
infinitesimal vortices. The Hamiltonian structure of the vortex dynamics naturally draws
an analogy with short-range interacting systems. Specifically, it’s known that the equilib-
rium state to which a many-body system – such as a gas or a colloidal suspension – will
evolve from an arbitrary initial distribution can be calculated using molecular dynamics
simulations. On the other hand, Boltzmann-Gibbs statistical mechanics allows to predict
the final thermodynamic equilibrium with no need to perform molecular dynamics sim-
ulations. In practice, it’s often impossible to calculate the partition function except for
very simple systems. Alternatively, one can use Monte Carlo simulations to obtain the
equilibrium state of a system, which simply put is just a statistical tool to perform entropy
maximization numerically. The difficulty is that for systems with long-range interactions
– such as vortices in Euler’s fluid, gravitational systems, or magnetically confined plasmas
– one cannot use Boltzmann-Gibbs statistical mechanics. As stated, these systems do not
evolve to thermodynamic equilibrium, but are stuck in non-equilibrium steady states.
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Under these conditions, the Vlasov equation governs the dynamics, so Lynden-Bell relax-
ation theory can be applied to study how different vortex fields relax to steady states in
a rotating reference frame.

In this way, a stochastic method is presented which allows to easily obtain the state of
maximum entropy starting from an arbitrary initial distribution, preserving all Casimir
invariants of the system. The results are compared with the equilibrium states found using
molecular dynamics simulations – and qualitatively with the Onsager model for point-like
vortices. Via molecular dynamics simulations, an equilibrium state corresponding to the
maximum entropy of Boltzmann-Gibbs statistical mechanics is not reached. The final
state to which the fluid evolves is indeed very different from that of maximum entropy,
from which one can infer that no mixing takes place in the vortex dynamics.

Both Onsager’s theory and Lynden-Bell’s maximum entropy principle rely on the
ergodicity hypothesis, which, however, cannot be considered due to the lack of additivity.
The core-halo theory is then presented, which allows a semi-quantitative prediction of
the final state to which the vortex fluid will relax. In particular, the vortex distribution
is stationary only in a rotating reference frame, while in the laboratory frame it has a
very complex, non-axisymmetric form, rotating with constant angular velocity – which
the theory allows us to calculate explicitly. If the initial vortex distribution has a large
aspect ratio, it divides at steady state into two distorted elliptical vortex patches rotating
about their center of mass and surrounded by a tenuous halo. The theory allows us to
accurately predict the bifurcation point and the final stationary vortex distribution.
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Benetti. Nonequilibrium statistical mechanics of systems with long-range interac-
tions. Physics Reports, 535(1):1–60, 2014. ISSN 0370-1573. Cited 2 times on pages
19 and 46.



70 Bibliography

[36] A. E. H. Love. On the Stability of certain Vortex Motions. Proceedings of the London
Mathematical Society, s1-25(1):18–43, 11 1893. ISSN 0024-6115. Cited on page 49.

[37] D. Lynden-Bell. Statistical Mechanics of Violent Relaxation in Stellar Systems.
Monthly Notices of the Royal Astronomical Society, 136(1):101–121, 05 1967. ISSN
0035-8711. Cited 2 times on pages 16 and 35.

[38] D. Lynden-Bell. Negative specific heat in astronomy, physics and chemistry. Physica
A: Statistical Mechanics and its Applications, 263(1):293–304, 1999. ISSN 0378-4371.
Cited on page 16.

[39] Carlo Marchioro and Mario Pulvirenti. Mathematical Theory of Incompressible Non-
viscous Fluids. Springer New York, 1994. Cited 2 times on pages 9 and 46.

[40] Julien Michel and Raoul Robert. Statistical mechanical theory of the great red spot
of jupiter. Journal of Statistical Physics, 77(3-4):645–666, November 1994. Cited
on page 17.

[41] T. B. Mitchell and L. F. Rossi. The evolution of kirchhoff elliptic vortices. Physics
of Fluids, 20(5):054103-054103-12, may 2008. Cited on page 50.

[42] Luis G. Moyano and Celia Anteneodo. Diffusive anomalies in a long-range hamilto-
nian system. Phys. Rev. E, 74:021118, Aug 2006. Cited on page 17.

[43] Tadas K. Nakamura. Statistical mechanics of a collisionless system based on the
maximum entropy principle. The Astrophysical Journal, 531(2):739–743, March 2000.
Cited on page 16.

[44] Norihiko Nakauchi, Hiroshi Oshima, and Yoshio Saito. Inverse energy cascade in
a nearly two-dimensional turbulence. Physics of Fluids A: Fluid Dynamics, 2(3):
435–442, March 1990. Cited on page 17.

[45] Paul K Newton. The N-Vortex Problem. Applied Mathematical Sciences. Springer,
New York, NY, December 2010. Cited on page 9.

[46] L. Onsager. Statistical hydrodynamics. Il Nuovo Cimento (1943-1954), 6(2):279–287,
Mar 1949. ISSN 1827-6121. Cited 2 times on pages 17 and 45.

[47] Renato Pakter and Yan Levin. Nonequilibrium statistical mechanics of two-
dimensional vortices. Phys. Rev. Lett., 121:020602, Jul 2018. Cited 2 times on
pages 18 and 49.

[48] Renato Pakter, Bruno Marcos, and Yan Levin. Symmetry breaking in d-dimensional
self-gravitating systems. Phys. Rev. Lett., 111:230603, Dec 2013. Cited on page 16.



Bibliography 71

[49] Linda E Reichl. A modern course in statistical physics. Wiley-VCH Verlag, 4 edition,
April 2016. Cited 2 times on pages 15 and 24.

[50] David Ruelle. Statistical mechanics: Rigorous results. W.A. Benjamin, 1969. Cited
2 times on pages 16 and 25.

[51] G. W. S. Templates for the solution of linear systems: Building blocks for iterative
methods. Mathematics of Computation, 64(211):1349–1352, 1995. ISSN 00255718,
10886842. Cited on page 42.

[52] Tarćısio N. Teles, Fernanda P. da C. Benetti, Renato Pakter, and Yan Levin.
Nonequilibrium phase transitions in systems with long-range interactions. Phys.
Rev. Lett., 109:230601, Dec 2012. Cited on page 26.

[53] W. Thirring. Systems with negative specific heat. Zeitschrift für Physik A Hadrons
and nuclei, 235(4):339–352, aug 1970. Cited on page 16.

[54] Sir William Thomson. Xxiv. vibrations of a columnar vortex. The London, Edin-
burgh, and Dublin Philosophical Magazine and Journal of Science, 10(61):155–168,
1880. Cited on page 50.

[55] Shuling Tian, Yisheng Gao, Xiangrui Dong, and Chaoqun Liu. Definitions of vortex
vector and vortex. Journal of Fluid Mechanics, 849:312–339, June 2018. Cited on
page 45.
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