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ABSTRACT

Combining the precise parallaxes and optical photometry delivered by Gaia’s second data release with the photometric catalogues
of Pan-STARRS1, 2MASS, and AllWISE, we derived Bayesian stellar parameters, distances, and extinctions for 265 million of the
285 million objects brighter than G = 18. Because of the wide wavelength range used, our results substantially improve the accuracy
and precision of previous extinction and effective temperature estimates. After cleaning our results for both unreliable input and
output data, we retain 137 million stars, for which we achieve a median precision of 5% in distance, 0.20 mag in V-band extinction,
and 245 K in effective temperature for G ≤ 14, degrading towards fainter magnitudes (12%, 0.20 mag, and 245 K at G = 16; 16%,
0.23 mag, and 260 K at G = 17, respectively). We find a very good agreement with the asteroseismic surface gravities and distances
of 7000 stars in the Kepler, K2-C3, and K2-C6 fields, with stellar parameters from the APOGEE survey, and with distances to
star clusters. Our results are available through the ADQL query interface of the Gaia mirror at the Leibniz-Institut für Astrophysik
Potsdam (gaia.aip.de) and as binary tables at data.aip.de. As a first application, we provide distance- and extinction-corrected
colour-magnitude diagrams, extinction maps as a function of distance, and extensive density maps. These demonstrate the potential
of our value-added dataset for mapping the three-dimensional structure of our Galaxy. In particular, we see a clear manifestation of
the Galactic bar in the stellar density distributions, an observation that can almost be considered direct imaging of the Galactic bar.

Key words. stars: fundamental parameters – stars: distances – stars: statistics – dust, extinction – Galaxy: stellar content –
Galaxy: structure

1. Introduction

Galactic astrophysics is currently in a similar phase as geography
was in the 15th century: large parts of the Earth were unknown to
contemporary scientists, only crude maps of most of the known
parts of the Earth existed, and even the orbit of our planet was
still under debate. Nowadays, major parts of the Milky Way are
still hidden by thick layers of dust, but we are beginning to dis-
cover and to map our Galaxy in a much more accurate fashion by
virtue of dedicated large photometric, astrometric, and spectro-
scopic surveys.

In this context, the astrometric European Space Agency mis-
sion Gaia (Gaia Collaboration 2016) represents a major leap in
our understanding of the Milky Way’s stellar content: its mea-
surement precision as well as the absolute number counts surpass
previous astrometric datasets by several orders of magnitude.
The recent Gaia Data Release 2 (Gaia DR2; Gaia Collaboration
2018b), covered the first 22 months of observations (from a cur-
rently predicted total of approximately ten years) with positions
and photometry for 1.7× 109 sources (Evans et al. 2018), proper
motions and parallaxes for 1.3 × 109 sources (Lindegren et al.

2018), astrophysical parameters for '108 stars (Andrae et al.
2018), and radial velocities for 7 × 106 of them (Sartoretti et al.
2018; Katz et al. 2019).

The Gaia DR2 dataset thus represents a treasure trove for
many branches of Galactic astrophysics. Various advances have
since been achieved in the field of Galactic dynamics (e.g. Gaia
Collaboration 2018c,d; Antoja et al. 2018; Kawata et al. 2018;
Quillen et al. 2018; Ramos et al. 2018; Laporte et al. 2019;
Monari et al. 2019; Trick et al. 2019), star clusters and asso-
ciations (e.g. Gaia Collaboration 2018a; Cantat-Gaudin et al.
2018a,b,c; Castro-Ginard et al. 2018; Soubiran et al. 2018; Zari
et al. 2018; Baumgardt et al. 2019; Bossini et al. 2019; de Boer
et al. 2019; Meingast & Alves 2019), the Galactic star-formation
history (Helmi et al. 2018; Mor et al. 2019), hyper-velocity stars
(e.g. Bromley et al. 2018; Scholz 2018; Shen et al. 2018; Boubert
et al. 2018, 2019; Erkal et al. 2019), among others. Apart from
stellar science, the precise Gaia DR2 photometry, in combination
with the high quality of the stellar parallax measurements, can also
be used to map the distribution of dust in the Galaxy. The availabil-
ity of precise individual distance and extinction determinations
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Table 1. Summary of calibrations and data curation applied for fiducial StarHorse run.

Parameter Parameter regime Calibration choice Reference

G < 14 parallax + 0.05 mas Lindegren (2018), Zinn et al. (2019)
$cal 14 < G < 16.5 parallax + (0.1676 − 0.0084 · phot_g_mean_mag) mas Lindegren (2018), linear interpolation

G > 16.5 parallax + 0.029 mas Lindegren et al. (2018)
G < 11 1.2 · parallax_error

σcal
$ 11 < G < 15 (0.22 · phot_g_mean_mag − 1.22) · parallax_error Fit to Lindegren (2018) data

G > 15 (e−(phot_g_mean_mag−15) + 1.08) · parallax_error
G < 6 phot_g_mean_mag+ 0.0271 · (6 − phot_g_mean_mag)

G 6 < G < 16 phot_g_mean_mag − 0.0032 · (phot_g_mean_mag − 6) Maíz Apellániz & Weiler (2018)
G > 16 phot_g_mean_mag − 0.032

GBP G < 10.87 Using bright GBP filter curve Maíz Apellániz & Weiler (2018)
G > 10.87 Using faint GBP filter curve

gPS1 g_mean_psf_mag − 0.020
rPS1 r_mean_psf_mag − 0.033
iPS1 G > 14 i_mean_psf_mag − 0.024 Scolnic et al. (2015)
zPS1 z_mean_psf_mag − 0.028
yPS1 y_mean_psf_mag − 0.011
σmag Gaia, 2MASS, WISE max{σmag,source, 0.03 mag}

Pan-STARRS1 max{σmag,source, 0.04 mag}

Notes. Details are provided in Sect. 2.

(mainly from high-resolution spectroscopic surveys, and also
recently from Gaia) has led to a significant improvement of
interstellar dust maps within the past years and months (e.g.
Lallement et al. 2014, 2018, 2019; Green et al. 2015; Capitanio
et al. 2017; Rezaei Kh. et al. 2017, 2018; Yan et al. 2019; Leike
& Enßlin 2019; Chen et al. 2019).

In addition to the main Gaia DR2 data products (parallaxes,
proper motions, radial velocities, and photometry), the Gaia DR2
data allowed for the immediate computation of quantities relevant
for Galactic stellar population studies. These are the Bayesian
geometric distance estimates computed by Bailer-Jones et al.
(2018) and the first stellar parameters and extinction estimates
from the Gaia Apsis pipeline (Andrae et al. 2018). The latter
authors deliberately used only Gaia DR2 data products to infer
line-of-sight extinctions as well as effective temperatures, radii,
and luminosities. This proved to be a difficult exercise since
the three broad Gaia passbands contain little information to dis-
criminate between effective temperature and interstellar extinc-
tion. As a result, the Apsis Teff estimates were obtained under
the assumption of zero extinction (thus suffering from system-
atics in the Galactic plane) and the uncertainties in individual
G-band extinction and E(GBP −GRP) colour excess estimates are
so large that these values should only be used in ensemble studies
(Andrae et al. 2018; Gaia Collaboration 2018b).

The lack of more precise extinction estimates prevented the
use of Gaia data for stellar population studies in a larger volume
outside the low-extinction regime (Gaia Collaboration 2018a;
Antoja et al. 2018). Many of the new Galactic archaeology results
derived from Gaia DR2 still concentrate on a small portion of the
Gaia data. This is partly due to the necessity of full phase-space
information (Gaia Collaboration 2018d; Antoja et al. 2018), but
also partly due to extinction uncertainties hampering the direct
inference of desired quantities (Gaia Collaboration 2018a; Helmi
et al. 2018; Romero-Gómez et al. 2019; Mor et al. 2019).

In this spirit, the aim of this paper is to enlarge the volume in
which we can make use of the Gaia DR2 data by providing more
accurate and precise extinctions and stellar parameters (most
importantly Teff , but also estimates of surface gravity, metallicity,
and mass), and more accurate distances for distant giant stars.

Although the data quality degrades notably around a magnitude of
G ∼ 16.5, we provide useful information for considerable frac-
tion of stars down to G = 18. To this end, we use the python
code StarHorse, originally designed to determine stellar param-
eters and distances for spectroscopic surveys (Santiago et al. 2016;
Queiroz et al. 2018)1. Of the 285 million objects with G ≤ 18 con-
tained in Gaia DR2, our code delivered results for ∼266 million
stars. Applying a number of conservative quality criteria on the
input and output data, we achieve a sample cleaned on the basis
of data quality flags (see Sect. 3.4) of around 137 million stars
with reliable stellar parameters, distances, and extinctions.

The paper is structured as follows: Sect. 2 presents the input
data used in the parameter estimation. The following Sect. 3
describes the basics of our code, focussing on updates with
respect to its previous applications to spectroscopic stellar sur-
veys. Section 3.4 in particular explains how we flagged the
StarHorse results for Gaia DR2. Since we decided to provide
results for all objects that our code converged for, any user of
our value-added catalogue should pay particular attention to this
subsection. We present some first astrophysical results in Sect. 4,
mainly focussing on extinction-corrected colour-magnitude dia-
grams, stellar density maps, extinction maps, and the emergence
of the Galactic bar. We discuss the precision and accuracy of
the StarHorse parameters in Sect. 5, providing comparisons
to open clusters and stellar parameters obtained from high-
resolution spectroscopy. We also compare to previous results
obtained from Gaia DR2 in Sect. 6. We conclude the paper
with a summary and a brief outlook on possible applications of
StarHorse or similar codes to future Gaia data releases.

2. Data

The Gaia satellite is measuring positions, parallaxes, proper
motions and photometry for well over 109 sources down to

1 In particular, Queiroz et al. (2018) released distances and extinctions
for around 1 million stars observed by APOGEE DR14 (Abolfathi et al.
2018), RAVE DR5 (Kunder et al. 2017), GES DR3 (Gilmore et al. 2012),
and GALAH DR1 (Martell et al. 2017).
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G ' 20.7, and obtaining physical parameters and radial veloc-
ities for millions of brighter stars. Particularly important for
our purposes are the parallaxes, whose precision varies from
<0.1 mas for G ≤ 17 to '0.7 mas for G = 20 (Lindegren et al.
2018). Initial tests showed that reliable StarHorse results (that
represent an improvement with respect to purely photometric
distances) can be obtained up to G ∼ 18. We therefore down-
loaded Gaia DR2 data for all stars with measured parallaxes up
to that magnitude.

It is well known that the parallaxes delivered by Gaia DR2
are not entirely free from systematics (Gaia Collaboration 2018b;
Lindegren et al. 2018; Stassun & Torres 2018; Zinn et al. 2019;
Khan et al. 2019)2. In particular, Arenou et al. (2018) have shown
that the parallax zero-point is subject to a sub-100 µas offset
depending on position, and possibly magnitude, parallax, and/or
colour. Since our distance inference depends critically on the
accuracy of the input parallaxes, but the positional dependence
is too complex to calibrate out at the moment, we opted for the
following first-order calibrations detailed in Table 1: in the bright
regime (G < 14), we apply a correction of +0.05 mas similar
to the global offset found by Zinn et al. (2019) and Khan et al.
(2019) from asteroseismic and spectroscopic observations in the
Kepler field. It should be noted, however, that Khan et al. (2019),
in agreement with the quasar comparison shown in Arenou et al.
(2018), find different offsets for the Kepler-2 fields C3 and C6,
indicating that also in the bright regime the parallax zero-point
depends on sky position. In the faint regime (G > 16.5), we use
the +0.029 mas correction derived by Lindegren et al. (2018) from
AllWISE quasars. For intermediate G magnitudes, the parallax
correction is linearly interpolated between these two values.

Lindegren et al. (2018), Arenou et al. (2018), and others
have demonstrated that, similar to the Gaia DR2 parallaxes,
also the parallax uncertainties are prone to moderate systemat-
ics, in the sense that they are typically slightly underestimated.
For this work (see Table 1) we follow a modified version of the
recalibration advertised by Lindegren (2018): in the faint regime
(G > 15), the external-to-internal uncertainty ratio exponentially
drops to 1.08, while at the bright end (G < 12) this factor is
set to 1.2. In the intermediate regime, we again opt for linear
interpolation, a choice that is supported by the data presented by
Lindegren (2018, slide 15).

We note that this re-scaling of the parallax errors takes into
account the systematic term σs (which roughly accounts for the
variations of the parallax zero-point over the sky, with magni-
tude, colour etc.; Eq. (2) in Lindegren 2018) only approximately.
By choosing the recalibration detailed in Table 1 we have effec-
tively accounted for σs in the faint regime. In the bright regime,
our recalibrated parallax uncertainties are slightly lower than
in the Lindegren model (for bright stars our minimum parallax
error is 0.018, below the systematic floor of σs = 0.021 pro-
posed by Lindegren). While this will be corrected in future runs,
we have verified that the results change very little when correctly
including the σs term.

Apart from the parallaxes, we also make use of the three-
band Gaia DR2 photometry (G,GBP,GRP). While these are of
an unprecedented precision, several recent works (Weiler 2018;
Maíz Apellániz & Weiler 2018; Casagrande & VandenBerg
2018) have shown by comparison with absolute spectrophotom-
etry that the G band suffers from a magnitude-dependent offset,
and that the nominal passbands need to be slightly corrected.

2 For a short and comprehensive review, see Lindegren (2018),
accessible at https://www.cosmos.esa.int/web/gaia/
dr2-known-issues

Therefore, in order to compare the Gaia DR2 G magnitudes to
the synthetic Gaia DR2 photometry from stellar models, we have
applied the G magnitude corrections, as well as the new pass-
band definitions, given by Maíz Apellániz & Weiler (2018).

Furthermore, we supplement the Gaia data with additional
Pan-STARRS1 grizy (Scolnic et al. 2015), 2MASS JHKs, and
AllWISE W1W2 photometry, using the cross-matches provided
by the Gaia team (Gaia Collaboration 2018b; Marrese et al.
2019). After initial tests, we only used Pan-STARRS1 photom-
etry for stars with magnitudes fainter than G = 14 that do
not suffer from saturation problems. For all passbands, missing
photometric uncertainties were substituted by fiducial maximum
uncertainties of 0.3 mag. We also introduced an error floor of
0.04 mag. For Gaia, 2MASS, and AllWISE, we use an uncer-
tainty floor of 0.03 mag, which can be considered a minimum
value for the accuracy of the synthetic photometry used by our
method. We verified that this choice does not impact our results.

3. StarHorse runs

3.1. The code

The advent of massive multiplex spectroscopic stellar surveys has
led to the development of a growing number of codes that aim
to determine precise distances and extinctions to vast numbers of
field stars (for example, Breddels et al. 2010; Zwitter et al. 2010;
Burnett & Binney 2010; Binney et al. 2014; Santiago et al. 2016;
Wang et al. 2016; Mints & Hekker 2018; Das & Sanders 2019;
Leung & Bovy 2019).

The StarHorse code (Queiroz et al. 2018) is a Bayesian
parameter estimation code that compares a number of observed
quantities (be it photometric magnitudes, spectroscopically
derived stellar parameters, or parallaxes) to stellar evolutionary
models. In a nutshell, it finds the posterior probability over a
grid of stellar models, distances, and extinctions, given the set
of observations plus a number of priors. The priors include the
stellar initial mass function (in our case Chabrier 2003), density
laws for the main components of the Milky Way (thin disc, thick
disc, bulge, and halo), as well as broad metallicity and age pri-
ors for those components. We refer to Queiroz et al. (2018) for
more details. In this work we also used a broad top-hat prior on
extinction (−0.3 ≤ AV ≤ 4.0) for stars with low parallax signal-
to-noise ratios ($cal/σcal

$ < 5), ensuring the convergence of the
code. This should be kept in mind when interpreting our results
for highly extincted stars in the inner Galaxy. The impact of our
choice of the priors on the results for the inner regions of the
Galaxy are studied in more detail in Queiroz et al. (in prep.).

The first version of the code was developed by Santiago et al.
(2016) in the context of the RAVE survey (Steinmetz et al. 2006)
and the SDSS-III (Eisenstein et al. 2011) spectroscopic surveys
SEGUE (Yanny et al. 2009) and APOGEE (Majewski et al.
2017). In Queiroz et al. (2018) the code was ported to python
2.7 and made more flexible in the choice of input, priors, etc.
With respect to that publication, we have implemented some
important changes that were necessary to apply StarHorse to
the huge Gaia DR2 dataset.

3.2. Code updates and improvements

With respect to Queiroz et al. (2018), a few updates to the
StarHorse code have been carried out. Most importantly, we
now take better account of dust extinction when comparing syn-
thetic and observed photometry, an update that was necessary
due to the use of the broad-band optical Gaia passbands.
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Dust-attenuated synthetic photometry. As explained in
Holtzman et al. (1995), Sirianni et al. (2005), or Girardi et al.
(2008), dust-attenuated photometry of very broad photometric
passbands (such as the Gaia DR2 ones) should take into account
that the passband extinction coefficient Ai/AV for a star varies as
a function of its source spectrum Fλ (most importantly its Teff)
as well as extinction AV

3 itself:

Ai

AV
=

2.5
AV
· log10

∫
Fλ · T i

λdλ∫
Fλ · T i

λ · 10−0.4aλ·AV dλ
· (1)

Here, T i
λ is the transmission curve, and aλ is the extinction

law. Therefore, one has to compute the coefficients Ai/AV for
each stellar model and each extinction value considered. In most
of the recent literature concerning stellar distances, this effect is
not taken into account, because for narrow-band and infra-red
passbands, the extinction coefficient is roughly constant. For the
Gaia passbands, however, this is not the case any more (Jordi
et al. 2010). In the new version of StarHorse we therefore use
the Kurucz grid of synthetic stellar spectra (Kurucz 1993)4 to
compute a grid of bolometric corrections as a function of Teff

and AV for each passband, and for our default extinction law
(Schlafly et al. 2016).

Additional output. While Queiroz et al. (2018) used spec-
troscopically determined stellar parameters as input and there-
fore only reported distances and extinctions (and in the case of
high-resolution spectroscopy also masses and ages; e.g. Anders
et al. 2018), the absence of spectroscopically determined effec-
tive temperatures, gravities, and metallicities in the case of
Gaia+photometry data led to the decision to also report the pos-
terior values of Teff , log g, and [M/H]. Since the photometric esti-
mates for log g, [M/H], and stellar mass are of significantly lower
precision, we regard these as secondary output parameters, in
contrast to the primary output parameters d, AV , and Teff . The
secondary parameters were mainly obtained to test the target-
ing strategy of the 4MOST low-resolution disc and bulge survey
(4MIDABLE-LR; Chiappini et al. 2019), and the functionality
of the 4MOST simulator (4FS; see de Jong et al. 2019). Further-
more, in addition to the V-band extinction values AV , we also
provide median extinction values in the Gaia DR2 passbands
G,GBP, and GBP, as well as extinction-corrected absolute mag-
nitude MG0 , and dereddened colour (GBP −GBP)0.

Computational updates. Since Queiroz et al. (2018), the
StarHorse code was migrated python 2.7 to python 3.6
and runs on the newton cluster at the Leibniz-Institut für Astro-
physik Potsdam (AIP). Due to several improvements in the data
handling, the runtime was reduced by a factor of 6 as compared
to the previous version used in Queiroz et al. (2018).

3.3. StarHorse setup

We then ran StarHorse code (Santiago et al. 2016; Queiroz
et al. 2018). In this work we used a grid of PARSEC 1.2S
stellar models (Bressan et al. 2012; Chen et al. 2014; Tang
et al. 2014) in the 2MASS, Pan-STARRS1, Gaia DR2 rederived
(Maíz Apellániz & Weiler 2018), and WISE photometric sys-
tems available on the CMD webpage maintained by L. Girardi5.

3 For simplicity we call our extinction parameter AV , although it refers
to A5420 Å, as advertised by Schlafly et al. (2016).
4 Provided by the Spanish Virtual Observatory’s Theoretical Spectra
web server (http://svo2.cab.inta-csic.es/theory/newov2/
index.php)
5 http://stev.oapd.inaf.it/cgi-bin/cmd_3.0

For G ≥ 14, we use a model grid equally spaced by 0.1 dex in
log age as well as in metallicity [M/H]. Due to the higher preci-
sion of the Gaia DR2 parallaxes for G < 14, we used a finer grid
with 0.05 dex spacing in the bright regime.

For computational reasons, depending on the parallax
quality we used different ways to construct the range of pos-
sible distance values: for stars with well-determined parallaxes
($cal/σcal

$ > 5), we required the distances to lie within {1/($cal+
4 ·σcal

$ ), 1/($cal−4 ·σcal
$ )}. For stars with less precisely measured

parallaxes, we used their G magnitudes to constrain the distance
range for each possible stellar model (for details, see Queiroz
et al. 2018).

For the case of Gaia DR2 run (i.e. in absence of spectro-
scopic data), the code took 1 s per star to run on the coarse grid
(G > 14, 270M stars), and 20 s per star on the fine grid (G ≤ 14,
16M stars). In total, the computational cost for this StarHorse
run thus was ∼164 000 CPU hours (19 years on a single CPU).
The global statistics for our output results are summarised in
Table 2 and discussed in detail in Sect. 4.

3.4. Input and output flags

Along with the output of our code (median statistics of the
marginal posterior in distance, extinction, and stellar parame-
ters), we provide a set of flags to help the user decide which
subset of the data to use for their particular science case. These
flags correspond to the following columns.

3.4.1. SH_GAIAFLAG

This flag describes the overall astrometric and photometric qual-
ity of the Gaia DR2 data for each star in a three-digit flag (simi-
lar to the Gaia DR2-native priam_flag6). Balancing simplicity
and the recommendations of Lindegren et al. (2018) and
Lindegren (2018), we limit this flag to the following three digits:
1. Renormalised unit weight error flag: Lindegren (2018)

recently showed that instead of following the astrometric
quality requirements used by Gaia Collaboration (2018b),
Lindegren et al. (2018), and Arenou et al. (2018), similar
or better cleaning of spurious Gaia DR2 astrometry can be
obtained by requiring a maximum value for the so-called
renormalised unit weight error (ruwe). We therefore defined
the first digit as follows:

IF ruwe< 1.4 THEN 0 ELSE 1
2. Colour excess factor flag: Evans et al. (2018) and

Arenou et al. (2018) recommend the use of the
phot_bp_rp_excess_factor to flag spurious Gaia
DR2 photometry. We follow their recommendation and
define the second digit as:

IF GBP−GRP IS NULL THEN 2 ELIF 1.0 + 0.015 · (GBP−

GRP)2 < phot_bp_rp_excess_factor < 1.3 + 0.060 ·
(GBP −GRP)2 THEN 0 ELSE 1

3. Variability flag: The third digit equals the Gaia DR2-native
phot_variable_flag.

3.4.2. SH_PHOTOFLAG

The human-readable SH_PHOTOFLAG input flag details which
combination of photometric data (Gaia, Pan-STARRS1,
2MASS, WISE) was used as input for StarHorse. For example,

6 https://gea.esac.esa.int/archive/documentation/GDR2/
Data_analysis/chap_cu8par/sec_cu8par_data/ssec_cu8par_
data_flags.html
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Table 2. Statistics of some of the currently available astro-spectro-photometric distances and extinctions based on Gaia data, in comparison to the
results obtained in this paper.

Reference Survey(s) mag limits # objects σd/d σAV σTeff

Queiroz et al. (2018) Gaia DR1 + spectroscopy 1.5M 15% 0.07 mag –
Mints & Hekker (2018) Gaia DR1 + spectroscopy 3.8M 15% – –
Sanders & Das (2018) Gaia DR2 + spectroscopy 3.1M 3% 0.01 mag 40 K
Santiago et al. (in prep.) Gaia DR2 + spectroscopy 2M 5% 0.07 mag 40 K
Bailer-Jones et al. (2018) Gaia DR2 G . 21 1330M 25% – –
McMillan (2018) Gaia DR2 G . 13 7M 6% – –
Andrae et al. (2018) Gaia DR2 G ≤ 17 80M – 0.46 mag 324 K
This work Gaia DR2 + photometry G < 18 285M

StarHorse converged 265 637 087 28% 0.25 mag 310 K
$cal/σcal

$ > 5 103 108 516 9% 0.20 mag 265 K
SH_GAIAFLAG=“000” 232 974 244 26% 0.24 mag 305 K
SH_OUTFLAG=“00000” 151 506 183 13% 0.22 mag 250 K
both flags 136 606 128 13% 0.22 mag 250 K
All passbands available 60 520 497 23% 0.20 mag 270 K

both flags 34 447 306 12% 0.18 mag 220 K
Gaia DR2+2MASS+AllWISE 72 754 432 13% 0.23 mag 255 K

both flags clean 52 148 742 9% 0.21 mag 230 K
Gaia DR2+2MASS 58 295 744 37% 0.32 mag 390 K

both flags clean 27 616 169 17% 0.28 mag 300 K
Gaia DR2 only 12 486 568 44% 0.40 mag 1000 K

both flags clean 2 003 978 18% 0.35 mag 390 K
G ≤ 14 16 143 700 5% 0.20 mag 250 K

both flags clean 14 432 712 5% 0.20 mag 245 K
14 < G ≤ 16 57 368 469 12% 0.20 mag 250 K

both flags clean 49 171 794 12% 0.20 mag 245 K
16 < G ≤ 17 72 801 366 24% 0.24 mag 300 K

both flags clean 43 398 790 16% 0.23 mag 260 K
17 < G ≤ 18 119 323 552 50% 0.29 mag 380 K

both flags clean 29 602 832 14% 0.24 mag 230 K

Notes. The last three columns refer to the median precision in relative distance, V-band extinction, and effective temperature, respectively. For the
definition of the StarHorse flags we refer to Sect. 3.4.

if photometry in all passbands was available for a star, the
SH_PHOTOFLAG entry reads GBPRPgrizyJHKsW1W2. If only
Gaia DR2 G and Pan-STARRS1 izy magnitudes were available,
the flag reads Gizy. In addition, in the rare case that no uncer-
tainty for a particular photometric band was available from the
original catalogue and the fiducial uncertainty of 0.3 mag was
used instead (see Sect. 2), we added a “#” to the correspond-
ing passband. For example, if a star has complete Gaia DR2,
Pan-STARRS1, and WISE photometry, but the r and W2 magni-
tudes come without uncertainties, then the SH_PHOTOFLAG entry
would be GBPRPgr#izyW1W2#.

3.4.3. SH_PARALLAXFLAG

The SH_PARALLAXFLAG input flag informs about the precision
of the Gaia DR2 parallaxes (accounting for zero-point shift and
uncertainty corrections; see Table 1). For $cal/σcal

$ > 5 (par-
allaxes better than 20%), the flag reads gtr5, else leq5. As
explained in Sect. 3.3, this has consequences for the construction
of the posterior PDF in the StarHorse code: if the parallax is
precise, then the range of possible distances is computed directly
from the parallax itself (allowing for 4σ deviations). On the
other hand, if only uncertain parallaxes are available, the range
of possible distance moduli is constructed based on the measured
G magnitude. We verified that this choice does not produce dif-
ferent results for stars near the decision boundary (the rupture in

Fig. 1 does not occur at the decision boundary $cal/σcal
$ = 5, but

at '1./0.22 ' 4.55, which is where the standard deviation of the
inverse parallax PDF increases sharply; see Bailer-Jones 2015,
Sect. 4.1).

3.4.4. SH_OUTFLAG

The StarHorse output flag, similar to SH_GAIAFLAG, consists
of several digits that inform about the fidelity of the StarHorse
output parameters.
1. Main StarHorse reliability flag: If this digit equals to 1,

then the star has a very broad distance PDF:
IF 0.5 · (dist84 − dist16)/dist50 <{

0.35 logg50 > 4.1
1.0347 − 0.167 · logg50 logg50 ≤ 4.1

THEN 0 ELSE 1

We justify this definition, a cut in the posterior log g vs. dis-
tance plane, in Appendix A. The essence of this definition
is that median statistics of the posterior parameters for stars
where this digit equals to 1 should be treated with utmost
care, as their combination often yields unphysical results.
For instance, some stars fall in places of the extinction-
corrected CMD that is inconsistent with any stellar model (due
to complex multi-modal PDFs; see Appendix B), meaning
that their median posterior absolute magnitude, distance, and
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Fig. 1. Dependence of StarHorse posterior distance uncertainty on
the (recalibrated) Gaia DR2 parallax uncertainty. Top: density plot.
Bottom: coloured by median log g in each pixel. The grey dashed line
indicates unity, the red vertical line indicates the approximate value
below which the inverse parallax PDF becomes seriously biased and
noisy (see Bailer-Jones 2015).

extinction should not be used together (see for instance the
unphysical “nose” feature between the main sequence and the
red-giant branch in Fig. 4, bottom right panel). We verified
that this effect only occurs for faint stars with very uncer-
tain parallaxes (σcal

$ /$
cal & 22%) – which is when the PDF

of inverse parallax becomes very noisy and biased (see Fig. 1
and Bailer-Jones 2015; Astraatmadja & Bailer-Jones 2016a;
Luri et al. 2018). This results in a poor discrimination between
dwarfs and giants for these typically faint (G & 16.5; see
Fig. 2) stars. Although their median effective temperatures
and extinctions may still be useful, their median 1D distances
and other parameters should not be used. We discuss the issue
in more detail in Appendix A. In future StarHorse runs we
will resort to a more sophisticated treatment of multimodal
posterior PDFs.

2. Large distance flag: For some stars (especially extragalac-
tic objects that are still bright enough to be in Gaia DR2,
such as stars in the Magellanic Clouds or the Sagittarius
dSph), StarHorse delivers very large posterior distances,
many of which are likely affected by significant biases due
to the dominance of the Galactic prior used to infer them: IF
dist50 < 20 THEN 0 ELIF dist50 < 30 THEN 1 ELSE 2

Fig. 2. Gaia DR2 G magnitude histogram, illustrating the magnitude
coverage of the different StarHorse sub-samples defined in Table 2.
Inset: zoom into the magnitude range 13 < G < 18 with linear y axis,
illustrating the degrading parallax quality around G ∼ 16.5.

3. Unreliable extinction flag: Significantly negative extinctions,
or AV values close to the prior boundary at AV = 4 should be
treated with care: IF (AV95 > 0 AND AV95 < 3.9 THEN 0
ELIF AV95 < 0 THEN 1 ELIF AV84 < 3.9 THEN 2 ELSE 3

4. Large AV uncertainty flag: Very large extinction uncertain-
ties point to either incomplete or very uncertain input data:
IF 0.5 · (AV84 − AV16) < 1 THEN 0 ELSE 1

5. Very small uncertainty flag: Very small posterior uncer-
tainties are most likely underestimated and indicate poor
StarHorse convergence (either due to inconsistent input
data or too coarse model grid size). These results should
therefore also be used with care. The definition is
as follows: IF 0.5*(dist84-dist16)/dist50< 0.001
OR 0.5*(av84−av16) < 0.01 OR 0.5*(teff84−teff16)
< 20. OR 0.5*(logg84−logg16) < 0.01 OR 0.5*(met84
−met16) < 0.01 OR 0.5*(mass84−mass16)/mass50 <
0.01 THEN 1 ELSE 0.

3.5. Data access

StarHorse delivered distances and extinctions for 265 637 087
objects, of which 151 506 183 pass the post-calculo quality flags
included in SH_OUTFLAG, and 136 606 128 stars pass both the
SH_OUTFLAG as well as the SH_GAIAFLAG that includes the
recent recommendations of Lindegren et al. (2018). For clar-
ity, all our calibration choices are listed in Table 1. The main
statistics are summarised in Table 2. Our results, together with
documentation, can be queried via the AIP Gaia archive at
gaia.aip.de. Example queries can be found in Appendix D. In
addition, the output files are available for download in HDF5 for-
mat at data.aip.de. The digital object identifier for this dataset
is doi:10.17876/gaia/dr.2/51

4. StarHorse Gaia DR2 results

4.1. Summary

Table 2 summarises the results of the present StarHorse run
for Gaia DR2 and puts them in context with previous results
available from the literature (three references for distances and
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Fig. 3. corner plot showing the correlations and distributions of StarHorse median primary posterior output values Teff , d, and AV , their corre-
sponding uncertainties, and the G magnitude and parallax precision ($/σ$). The grey contours show the distribution of the full sample, while the
red contours show the distribution of all sources with SH_OUTPUTFLAG==“00000” and SH_GAIAFLAG==“000”.

extinctions for Gaia stars observed by spectroscopic surveys, as
well as the two only studies that attempted to determine dis-
tances and extinctions, respectively, for the whole Gaia DR2
dataset). In particular, the table informs about sample sizes, mag-
nitude ranges, and the typical precision in the primary output
parameters d, AV , and Teff . In this table, we also define some
useful sub-samples of the Gaia DR2 StarHorse data (identified
by colour in some of the subsequent plots) that are used through-
out this paper. These are:
1. stars with (recalibrated) parallaxes more precise than 20%

(blue colour; 39% of the converged stars),
2. stars with SH_GAIAFLAG equal to “000” (cyan colour; 88%

of the converged stars),

3. stars with SH_OUTFLAG equal to “00000” (orange colour;
57% of the converged stars),

4. stars with SH_OUTFLAG equal to “00000” and SH_GAIAFLAG
equal to “000” (red colour; 52% of the converged stars).

The G magnitude distribution for each of these sub-samples is
shown in Fig. 2. In this paper, we will mainly concentrate on the
“both-flags”-cleaned sample.

Figure 3 presents the output of the StarHorse code for the
Gaia DR2 sample in one plot. The figure displays the distribu-
tions and correlations of the median StarHorse primary out-
put parameters Teff , d, and AV , and their respective uncertainties,
as well as G magnitude and parallax signal-to-noise ratio. The
grey contours in this plot refer to all converged stars, whereas
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Fig. 4. StarHorse posterior Gaia DR2 colour-magnitude diagrams for all converged stars in four magnitude bins, showing the degrading data
quality from G < 14 to G > 17, making the use of the SH_OUTFLAG mandatory especially the faint regime (see Fig. 5).

the red contours emphasise the results for the stars with both
SH_GAIAFLAG and SH_OUTFLAG equal to “00000”. For a plot
including also the secondary output parameters log g, [M/H], and
M∗, we refer to Fig. B.1.

The panels in the diagonal row of Fig. 3 provide the
one-dimensional distributions in G magnitude, parallax signal-
to-noise, the median output parameters, and the distributions of
the corresponding uncertainties (in logarithmic scaling) as area-
normalised histograms. Each of the panels also illustrates the
effect of applying the recommended flags: the red uncertainty
distributions are typically confined to smaller values than the
faint grey ones.

The off-diagonal plots of Fig. 3 show the correlations
between the output parameters. We observe complex structures
in many of these panels, most of which are due to physical corre-
lations stemming from stellar evolution or selection effects. For
example, the strong bimodality between giants and dwarfs in the
log g vs. Teff diagram (see third column, second panel from top
in Fig. B.1) is reflected in many of the panels, most notably the
distance distribution (fourth column). In addition, we note that

some of the complex structure disappears when the flag cleaning
is applied to the data. Different behaviour of the red and grey
distributions in some panels should warn the user about poten-
tially spurious correlations that may appear when using the full
StarHorse sample.

4.2. Extinction-cleaned CMDs

As a first sanity check, in Fig. 4 we present StarHorse-derived
Gaia DR2 colour-magnitude diagrams (CMDs) for the full con-
verged sample (i.e. excluding mostly white dwarfs and galax-
ies) in four magnitude bins. Focussing first on the top left panel
(G < 14), we note very well-defined features of stellar evolution
the CMD: a thin main sequence (broadening in the very blue and
very red regimes), a well-populated sub-giant branch, as well as
a very thin red clump, the red giant branch, and the asymptotic
giant branch. We also notice more subtle features such as the
red-giant bump or the secondary red clump.

As we move to fainter magnitude bins, the number of
objects grows, but also the typical uncertainty in the main input
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Fig. 5. StarHorse Gaia DR2 colour-magnitude diagrams, colour-coded as in Table 2. Top left: CMD resulting from all stars for which the
code converged (266 million stars). Top right: emphasising sources with (recalibrated) parallaxes better than 20% (103 million stars). Bottom
row: emphasising the effect of cleaning the results by means of the StarHorse flags (see discussion in Sect. 3.4) Bottom left: cleaning only by
SH_OUTFLAG (152 million stars). Bottom right: cleaning by both SH_OUTFLAG and SH_GAIAFLAG (137 million stars).

parameter parallax, resulting in a gradual broadening of the
sharp stellar-evolution features observed in the top left panel of
Fig. 4. In the lower left panel, for example, we begin to note
some additional features that are not directly related to stellar
evolution. For example, the almost vertical arm at (BP − RP)0
below the main sequence is related to problematic astrometry
(large ruwe values). Furthermore, the discrete stripes in the red
main sequence are related to the finite mass, age, and metallicity
resolution of our stellar model grid used. Some other unphysical
structures, such as the nose between the main sequence and the
giant branch, are induced by poor convergence of StarHorse
(see Sect. 3.4.4). The higher relative number of giant stars in the
fainter magnitude bins with respect to the G < 14 sample is an
effect of stellar population sampling.

Figure 5 shows another collection of StarHorseCMDs, now
highlighting the sub-samples defined in Table 2. As discussed in
Sect. 3.4.4, the full StarHorse sample occupies a larger volume
in the CMD, including an unphysical region in-between the main

sequence and the red-giant branch that is due to stars with poorly
determined parallaxes. These stars disappear when applying the
SH_OUTFLAG (orange dots in lower middle panel), and a further
cleaning using the SH_GAIAFLAG results in a nice physical CMD
for 129 million stars (lower right panel of Fig. 5).

Comparing the upper right and lower right panel of Fig. 5,
we see that the number of red giants in the latter is much higher,
leading to a slight broadening of the RC locus and a substan-
tially higher number of AGB stars. This is due to the fact that
StarHorse is able to determine still surprisingly precise (∼30%)
photo-astrometric distances for giants with poor parallax
measurements.

4.3. Kiel diagrams

Figure 6 shows Kiel diagrams (log g vs. Teff) using the median
posterior StarHorse results, for the full sample of converged
stars and for the flag-cleaned sample defined in Table 2. The
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Fig. 6. StarHorse-derived Kiel diagrams. Top left: overall density plot before applying quality cuts. Top middle: colour-coded by median distance.
Top right: colour-coded by median distance uncertainty. Lower left: flag-cleaned sample coloured by density. Lower middle: colour-coded by
median AV . Lower right: colour-coded by median AV uncertainty.

middle column of that figure show the median distance and
median AV extinction in each pixel of the Kiel diagram, respec-
tively. The right column show their respective uncertainties in
each pixel. The complex dependence of the uncertainties on the
stellar parameters reflects the abrupt decrease in precision below
$cal/σcal

$ = 5 seen in Fig. 1.

4.4. Stellar density maps and the emergence of the Galactic
bar

Figure 7 presents four projections of the stellar density dis-
tribution in Galactocentric co-ordinates for the flag-cleaned
sample. The solar position (in kpc) is at (XGal,YGal,ZGal) =
(8.2, 0, 0.025). The figure emphasises the loss of stars near the
Galactic midplane towards the inner Galaxy, which is due to both
the high dust extinction affecting the Gaia selection function,
and the low number of stars that pass the flag quality criteria in
these regions. Several conclusions can be drawn from Fig. 7, as
we describe next.

As pointed outed by Bailer-Jones (2015), Luri et al. (2018),
for example, the naive 1/$ estimator provides biased distances,
especially in the case of low parallax precision, extending the
observed volume to unplausibly large distances. On the other
hand, the exponentially decreasing density prior recently used
by Bailer-Jones et al. (2018) is more apt for main-sequence
stars and tends to underestimate the distances to distant lumi-
nous giant stars. The StarHorse results for those stars, taking
into account photometric information as well as more complex
priors, show for the first time that Gaia DR2 already allows
us to probe stellar populations in the bulge and beyond. A

detailed comparison with Bailer-Jones et al. (2018) is presented
in Sect. 6.1.

The clearest novel feature of the StarHorse density map
shown in Fig. 7 is the presence of a stellar overdensity coinciding
with the expected position of the Galactic bar, inclined by about
40◦ with respect to the solar azimuth, and with a semi-major axis
of about 4 kpc. This almost direct detection of the Galactic bar
is confirmed with StarHorse distances for APOGEE stars and
discussed in detail in a separate paper (Queiroz et al., in prep.).
The significance of the result lies in the fact that although we
are using a prior for the Galactic bulge-bar (Robin et al. 2012),
its shape and inclination angle are quite different from our bar
prior (see Fig. 8), even when invoking an interplay with possible
observational biases.

The presence of the Galactic bar in the Gaia DR2 data is
even more prominent when we focus only on the red-clump
stars. Figure 8 shows the resulting density map when selecting
flag-cleaned RC stars close to the Galactic plane (|ZGal| < 3 kpc)
from the StarHorse Kiel diagram (4500 K< teff50 < 5000 K,
2.35 < logg50 < 2.55,−0.6 < met50 < 0.4). The density
contrast of the RC bar with respect to the RC population in
front of the bar amounts to almost 50. This could in fact be a
physical feature of the Galactic disc: the RC is a tracer of the
young-to-intermediate age population (∼1−4 Gyr; e.g. Girardi
2016), and the star-formation history in the inner disc outside
the bar region is still poorly constrained. It is more likely, how-
ever, that the observed shape of the bar (and especially the den-
sity drop in front of it) in Fig. 8 is a combined effect of the Gaia
DR2 selection function, the stellar density profile of the inner
disc, our adopted bulge prior, and the quality flag cuts used to
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Fig. 7. Left: StarHorse density maps for the SH_GAIAFLAG==“000”, SH_OUTFLAG=“00000” sample in Galactocentric co-ordinates. Top left: XY
map. Top right: YZ map. Bottom left: XZ map. Bottom right: RZ map. These density maps demonstrate that Gaia DR2 already allows to probe
stellar populations in the Galactic bulge and beyond.

produce Fig. 8. At the present stage, we therefore caution the
reader not to take the star count numbers in this map at face
value, and refer to Queiroz et al. (in prep.) for a more in-depth
discussion.

The lower right panel of Fig. 7 shows the density map in
Galactocentric cylindrical co-ordinates RGal vs. ZGal. Especially
in this panel we note two overdensities in the direction of the
Magellanic Clouds. These are mostly composed of stars belong-
ing to the Clouds that have been forced to smaller distances by
our Milky Way prior (which does not contain any extragalactic
stellar population, only a smooth halo with a power-law den-
sity). The results for these stars have not been excluded from our
analysis, but should be used with caution. The same is true for
other nearby galaxies with resolved stellar populations, such as
the Sagittarius dSph, Fornax, etc.

4.5. Kinematic maps

Several studies have already used our distances for the Gaia DR2
sub-sample of stars with radial velocity measurements (Katz

et al. 2019) in kinematic analyses of the Galactic disc. Quillen
et al. (2018) used our results to study the arches and ridges
in velocity space found by Gaia Collaboration (2018d), Antoja
et al. (2018) and Kawata et al. (2018), attributing some of them
to stellar orbit crossings with spiral arms. Monari et al. (2018)
used our distances to counter-rotating stars in the Galactic halo
to measure the escape speed curve and the mass of the Milky
Way. Recently, Carrillo et al. (2019) used StarHorse distances
together with Gaia DR2 positions, proper motions, and line-of-
sight velocities, to study the 3D velocity distribution in the Milky
Way disc. They confirmed the bulk vertical motions see in ear-
lier data, consistent with a combination of breathing and bending
modes, and identified a strong radial VR gradient in the Galac-
tic inner disc, transitioning smoothly from 15 km s−1 kpc−1 at
Galactic azimuth ΦGal ∼ 50 deg to −15 km s−1 kpc−1 at Galactic
azimuth ΦGal ∼ − 50 deg. Our StarHorse results were essential
for this type of work, since they enabled the authors to probe
much farther heliocentric distances.

To further illustrate the accuracy of our distances for distant
red-giant stars, in Fig. 9 we show a proper-motion map of the
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disc red-clump sample used in Fig. 8 and Sect. 4.4. Both pan-
els of Fig. 9 show proper motion in Galactic longitude corrected
for the solar motion, µl,LSR, as a function of Galactic position.
The top panel shows the StarHorse red-clump stars, while the
bottom panel shows the red-giant sample studied by Romero-
Gómez et al. (2019). For comparability, we assume the same val-
ues for the solar motion (U� = 11.1 km s−1, V� = 12.24 km s−1;
Schönrich et al. 2010) and the distance to the Galactic Centre
(8.34 kpc; Reid et al. 2014) as in Romero-Gómez et al. (2019),
although the residual small-scale dipole variations close to the
solar position suggest that the solar motion correction may have
to be slightly revised.

The study of Romero-Gómez et al. (2019) concerned the
morphology and kinematics of the Galactic warp, so it mainly
focussed on the motions perpendicular to the Galactic disc, µb.
Here we show that the µl map of the RGB sample in the bottom
panel of Fig. 8 compares quite well to our red-clump sample
shown in the top panel. Since here we are more interested in the
possible kinematic effects of the Galactic bar, we can now study
the bulk motions in the Galactic plane out to larger distances
from the Sun, using a cleaner sample of RC stars. We highlight
several dynamical features present in this sample.

The prominent symmetric arc features around the solar posi-
tion towards the outer and inner disc are produced by the Galac-
tic rotation curve, and follow the overall expected trends (see e.g.
Fig. 3 in Brunetti & Pfenniger 2010 for a prediction of the µl map
for an axisymmetric disc). It is interesting to see that the proper
motion contours in the inner disc coincide with the angle of the
Galactic bar (defined by stellar density). Qualitatively this coher-
ent motion seen in the region of the bar agrees with earlier pre-
dictions by Brunetti & Pfenniger (2010, their Fig. 8) and the
disc red-clump test particle simulations of Romero-Gómez et al.
(2015).

A more quantitative comparison to kinematic Galactic mod-
els including effects of the Galactic bar is left to future studies.

4.6. Extinction maps

Figures 10 and 11 show StarHorse-derived two-dimensional
(2D) median extinction maps. Figure 10 shows the all-sky AV
map in Aitoff projection. The overall appearance of this figure
compares very well to the expected 2D extinction map (e.g.
Andrae et al. 2018, Fig. 21; Lallement et al. 2018, Fig. 6).

In Fig. 11, we show median extinction maps in four dis-
tance bins between 300 and 1500 pc, for the Orion region. The
four panels show how with increasing distance extinction from
molecular clouds gradually fills the Galactic plane. In principle,
our results can thus be used to construct 3D extinction maps (e.g.
Schlafly & Finkbeiner 2011; Green et al. 2015) and infer the
three-dimensional dust distribution in the extended solar vicin-
ity (e.g. Capitanio et al. 2017; Rezaei Kh. et al. 2018; Lallement
et al. 2019; Zucker et al. 2019).

5. Precision and accuracy

5.1. Overall precision

Figure 12 shows the median relative uncertainties in the
StarHorse output parameters as a function of Gaia DR2 G
magnitudes. In all panels, we again show the results for all
converged stars (in black, as before), and for the flag-cleaned
sample (in red, as before). The other coloured lines shown
in Fig. 12 demonstrate the precision improvement obtained
by adding more photometric data to the Gaia DR2 data. The

Fig. 8. XY density map, selecting only flag-cleaned red-clump stars less
than 3 kpc away from the Galactic midplane. 10 807 155 stars are con-
tained in this figure. The ellipse indicates the shape of the bar/bulge
density prior adopted for this work (Robin et al. 2012 model B; see
Queiroz et al. 2018 for details).

blue curves denote the running median uncertainty for stars
with only Gaia DR2 photometry, while the other coloured
lines refer to stars for which other data are available (as indi-
cated in the legend in the middle panels). The green curve
stands for the stars with complete photometric information
(SH_PHOTOFLAG==“GBPRPgrizyJHKsW1W2”).

Uncertainties in most quantities increase with G, as
expected, due to the increasing uncertainties in the astrometry
and photometry (we note the logarithmic y-axis in all panels
of Fig. 12, except the top middle). The fundamental determi-
nant for the distance precision (as well as for most of the other
StarHorse output parameters) is of course not the magnitude
itself, but the parallax signal-to-noise ratio (e.g. Bailer-Jones
et al. 2018, see also Fig. 1). The complex correlations between
the output parameters and their uncertainties are shown in Fig. 3
for the primary output parameters. For a global picture of the
parameter and uncertainty trends including the secondary output
parameters, we refer to Fig. B.1. For the sake of brevity, how-
ever, here we focus our discussion mainly on the median uncer-
tainty trends with G magnitude (which is correlated with $/σ$)
shown in Fig. 12.

The distance precision plot (top left panel of Fig. 12)
deserves some further discussion. To begin with, in the bright
regime (GDR2 < 14, including the radial-velocity sub-sample of
7 × 106 stars), the vast majority of stars have uncertainties of
8% or less in distance, as expected from the exquisite parallax
quality of Gaia DR2 (Lindegren et al. 2018; Arenou et al. 2018).
Focussing on the orange and blue lines of this plot, it may be sur-
prising that the addition of 2MASS magnitudes to the input data
seems to worsen the distance precision. In fact, the most precise
distances for stars with G < 12.5 are obtained when only using
Gaia DR2 data. This observation points to a tension between
the 2MASS and the Gaia DR2 data: The range of acceptable
distances for these stars is precisely determined by their mea-
sured parallax (we assume the parallax offset to be fixed and only
a function of magnitude; see Table 1); so that the three Gaia DR2
passbands alone already constrain the space of possible stellar
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Fig. 9. Top panel: median proper motion in Galactic longitude, µl, LSR,
per pixel in Cartesian Galactic co-ordinates, for the disc RC sample
shown in Fig. 8. Overplotted are the highest density contours from
Fig. 8, highlighting the overdensity of the Galactic bar. The arrow high-
lights the direction of the solar motion used to correct the proper motion
map. The large µl values close to the solar position point to a residual
correction that may be necessary. Bottom panel: same proper motion
map for the disc red-giant sample used in Romero-Gómez et al. (2019).

parameters and extinctions. The three 2MASS magnitudes alone
also constrain effective temperature and extinction, so if these
two independent constraints are in tension with each other (most
likely due to an underestimated – systematic – parallax uncer-
tainty), the uncertainty on the output distance increases.

For a similar, but not identical reason, the addition of
Pan-STARRS1 magnitudes to the set of Gaia DR2+2MASS+
AllWISE photometry does not improve the distance precision,
but has a slight effect in the opposite direction (compare magenta
and green lines in Fig. 12). We suggest that this points to
an inconsistency between the Gaia DR2 photometry with the
Pan-STARRS1 one. Since the Gaia DR2 photometry is of
unprecendented precision, and the transmission curves and zero-
points are well-characterised (at least for not too red stars,
GBP −GBP . 1.5) by Maíz Apellániz & Weiler (2018), we tenta-

tively suggest that this indicates a need for additional corrections
of the PS1 zeropoints. However, we decided to keep the PS1 pho-
tometry as input where possible, since the five optical passbands
considerably help in increasing the precision of extinction and
metallicity (see top middle and bottom middle panel of Fig. 12).

The wiggle in the median uncertainty at G ∼ 13 is due to
the decrease in parallax uncertainty at that magnitude transition
(Lindegren et al. 2018). The sharp increase in median distance
uncertainty at G ' 16.5 is due to the transition into the low-
signal-to-noise parallax regime. In particular, the distance uncer-
tainties are much larger for faint main-sequence stars, which fill
the locus of GDR2 > 16.5 and σd/d > 0.5, whereas the (predom-
inantly photometric) distances to distant red giants remain more
precise (see Fig. 1).

The flag-cleaned results, by construction, yield much more
precise results also in the faint regime. The drop in median
uncertainty for those stars is due to the distance precision
cut embedded in the definition of the SH_OUTFLAG (see
Appendix A).

For the precision in AV extinction (top middle panel of
Fig. 12), we note a flat trend as a function of G, with the uncer-
tainty increasing significantly only in the regime where paral-
laxes and distances become much more uncertain (G ' 16.5).
We also note the expected increase in precision when including
more photometric passbands (see also Table 2).

Similar observations hold for the median uncertainties in
effective temperature as well as the uncertainties in the sec-
ondary output parameters log g, [M/H], and stellar mass M∗.
For the latter we also note an (at first sight puzzling) decreas-
ing trend of the overall median uncertainty (black line in bot-
tom right panel of Fig. 12) up to G ∼ 14, which is an effect
of the different sampling of stellar populations at different
magnitudes.

Figure 13 shows the median uncertainties in the primary out-
put parameters d, AV , and Teff for stars in the Galactic disc as a
function of their position. The top row shows the precision in
each pixel in the X vs. Y plane for all converged stars, while the
bottom row shows the corresponding results for the flag-cleaned
sample.

The top left panel demonstrates the sharp transition into the
low-signal-to-noise parallax regime at heliocentric distances of
∼2.5 kpc (the Gaia DR2 “parallax sphere”). In the bottom left
panel, this effect is much less severe, because of many distant
giant stars passing the quality criteria of the StarHorse flags.
Even in the Galactic bar region, the typical uncertainties for the
flag-cleaned sample only amount to ∼30%.

The middle panels of Fig. 13 especially highlight the
decrease in AV precision in the quarter of the sky for which no
Pan-STARRS1 photometry is available. We also note that out-
side the solar vicinity our extinction estimates are more precise
in regions dominated by giant stars, resulting in a ring around
the Sun for which the uncertainties are higher. The same is true
for the effective temperatures (right panels), because the two
posterior quantities are correlated (see Appendix B for a short
discussion of the correlations of correlations in the estimated
parameters).

5.2. Accuracy: Comparison to asteroseismology

It is difficult to find true benchmark tests for the distance, extinc-
tion, and stellar parameter scales of large surveys that are not
themselves affected by significant systematic uncertainties. One
of the most precise and widely used anchors in the context of
spectroscopic surveys is the asteroseismic surface gravity scale
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Fig. 10. All-sky median StarHorse extinction map using all converged stars up to G < 18.

Fig. 11. Distance-binned extinction maps for the Orion region, using the same dimensions as Zari et al. (2017). The number of stars contained in
each subplot is 228 808, 282 009, 297 862, and 246 266, respectively.
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Fig. 12. StarHorse posterior parameter precision as a function of Gaia DR2 G magnitude, showing the median trends for different subsets of the
data, and highlighting the improvement in precision when including additional photometry. Top row: primary output parameter precision (from left
to right: σd/d, σAV , σTeff

). Bottom row: secondary output parameter precision (from left to right: σlog g, σ[M/H], σM∗/M∗).

Fig. 13. Median uncertainty distributions σd/d50 (left) σAV (middle), and σTeff
(right) as a function of position in Galactic co-ordinates. Top row:

for all converged stars. Bottom row: for the SH_GAIAFLAG=“000” & SH_OUTFLAG=“00000” sample.

defined by the seismic scaling relations for red giant stars (e.g.
Holtzman et al. 2015; Valentini et al. 2016, 2017).

In Fig. 14, we show a comparison to the precise surface grav-
ities, distances, and extinctions determined from asteroseismic
data from the Kepler and K2 missions (Khan et al. 2019). The

surface gravities have been computed using the νmax scaling rela-
tion (Brown et al. 1991; Kjeldsen & Bedding 1995) and can be
considered accurate to 0.05 dex (e.g. Noels et al. 2016; Hekker
& Christensen-Dalsgaard 2017). Distances and extinctions were
derived with the Bayesian stellar parameter estimation code
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Fig. 14. Comparison of the results of this work with the results obtained by Khan et al. (2019) for the solar-like oscillating giants in the Kepler
field and the K2 C3 and C6 fields. The surface gravities were obtained from the νmax scaling relation, while the distances and extinctions were
computed with PARAM (Rodrigues et al. 2017), using the seismic parameters ∆ν, νmax, as well as spectroscopic (Kepler) or photometric (K2
effective temperatures and metallicities as an input.

PARAM (da Silva et al. 2006; Rodrigues et al. 2014, 2017),
using the global seismic oscillation parameters ∆ν and νmax
as well as effective temperatures and metallicities determined
from APOGEE DR14 (Abolfathi et al. 2018) and SkyMap-
per (Casagrande et al. 2019) for the Kepler and K2 fields,
respectively.

The log g comparison shown in the top left panel of Fig. 14
shows that our posterior gravity values perform unexpectedly
well, with median biases below the 0.1 dex level. Since the
log g information is mostly driven by the parallax measurements,
the fact that our posterior log g values agree so well with the
values obtained by using Kepler and K2 data underlines the
unprecedented quality of the Gaia DR parallaxes. It also means
that our global zero-point correction inspired by Zinn et al.
(2019) performs very well – slightly better in the Kepler field,
as expected, but still acceptably in the K2 fields, although the
parallax zero-point in these fields is different (∼−0.006 mas in
C3 and ∼−0.017 mas for C6, compared to ∼−0.05 mas for the
Kepler field Khan et al. 2019). Another encouraging fact is that
for all three fields we get the lowest biases for stars around the
red clump (2.3 . log g . 2.7). Although there are few com-
parison stars in the upper RGB for the C3 field, it seems that
these tend to have slightly more biased posterior log g values, in
concordance with the different parallax zero-point for that field.
In summary, the comparison to the asteroseismically detrmined
surface gravities shows that our posterior log g estimates perform
better than expected, with biases and precisions at the level of
medium-to-high-resolution spectroscopy (at least for luminous
red-giant stars out to ∼5 kpc).

Regarding the primary output parameters distance and
extinction, the comparison with Khan et al. (2019) shows that
our distances to red-giant stars seem to be accurate at the 10%

level with respect to the asteroseismic scale at least up to dis-
tances of around 5 kpc, with most accurate results achieved for
the Kepler field (biases <1% up to d . 3.8 kpc; see middle
panel panel of Fig. 14), for which our parallax zeropoint cor-
rection is most accurate. For C3 and C6, the parallax correction
most likely overestimates the true parallaxes, which is why the
StarHorse distances are systematically lower than those from
PARAM on the entire range of distances. As for the extinction
comparison (right panel and bottom row of Fig. 14), the picture
is similar, with some systematics seen for the most nearby and
the most distant stars in the K2 fields, further corroborating the
position-dependent parallax zero-point shift reported by Arenou
et al. (2018) and Khan et al. (2019).

5.3. Accuracy: Comparison to APOGEE

To further test the accuracy of the StarHorse Gaia DR2 results,
we cross-matched them with the stars contained in the four-
teenth data release of the Sloan Digital Sky Survey (SDSS
DR14; Abolfathi et al. 2018), resulting in 210 545 stars, out
of which 179 272 pass all Gaia DR2 StarHorse flags. Fur-
thermore, for this comparison we only consider stars with valid
calibrated APOGEE stellar parameters, resulting in a total over-
lap sample of 59 351 giant stars. In Fig. 15, we show the dif-
ferences with respect to the spectroscopically derived stellar
parameters derived by the APOGEE Collaboration (which are
of course of much higher precision), as well as StarHorse dis-
tances and extinctions derived from those parameters together
with Gaia DR2 parallaxes and additional photometry (same
version of the code; Santiago et al., in prep.). We note that no
Gaia DR2 photometry was used for the APOGEE StarHorse
run.
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Fig. 15. Comparison of the results of this work with APOGEE results for the stars contained in SDSS DR14. Top row: comparison with the ASP-
CAP spectroscopic pipeline results. Middle and bottom rows: comparison with the StarHorse distances and extinctions, respectively, obtained
from combining the ASPCAP results with Gaia DR2 and additional photometry (Santiago et al., in prep.).

In the top row of Fig. 15, we show the differences
between our photometric estimates and the values derived by
the APOGEE Stellar Parameter and Chemical Abundances
Pipeline (ASPCAP; García Pérez et al. 2016) as a function of
the ASPCAP values, for effective temperature, surface gravity,
and metallicity, respectively. Since the APOGEE stellar param-
eters are completely independent from ours, these comparisons
possibly reveal the most important systematics of the results pre-
sented in this work. It is worth noting, however, that even the
APOGEE sample cannot be considered a gold standard, since
the photometric and spectroscopic effective temperature scales
depend on the wavelength range and resolution used, and may
still be subject to shifts of up to 100 K (e.g. Casagrande et al.
2014; Jönsson et al. 2018). In fact, to remove systematics with
respect to the temperature scale defined by the infra-red flux
method (González Hernández & Bonifacio 2009), for DR14 and
following releases a metallicity- and temperature dependent cal-

ibration was applied to the raw ASPCAP results (Holtzman et al.
2018; Jönsson et al. 2018).

The effective temperature comparison shown in the top left
panel of Fig. 15 shows very few systematics for the over-
lap sample inside the ASPCAP calibration range. Our effective
temperature scale (defined by the PARSEC 1.2S isochrones) is
offset by −65 K on average (median: −46 K) with respect to the
APOGEE sample, with the difference being zero around 4500 K
and increasing for both cooler and warmer stars. Since this differ-
ence is at the level of the systematics expected for the APOGEE
Teff scale, we can consider it insignificant. Perhaps more inter-
esting is the overall spread of the temperature difference, which
amounts to 197 K and is very similar to the formal uncertainties
that StarHorse delivers for Teff .

The second and third panel in the top row of Fig. 15 show
an analogous comparison for our secondary output parameters
log g and [M/H]. As for Teff , also spectroscopic surface gravity
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Fig. 16. Star-to-star comparison to the distance scale of the open cluster
sample of Cantat-Gaudin et al. (2018a): relative distance difference as a
function of cluster distance (for 60 284 stars with membership probabil-
ities Pmemb = 1). Only 1% of the flag-cleaned stars in this sample show
distance deviations greater than 50% (defined by the short-dashed grey
lines).

values suffer from some level of systematics (Holtzman et al.
2015; Valentini et al. 2016). In DR14 and subsequent releases,
however, the raw ASPCAP values have been carefully calibrated
using precise log g values delivered by the CoRoT and Kepler
asteroseismic missions (see Holtzman et al. 2018 for details).
The systematics seen in the log g comparison are therefore likely
to be mainly due to our analysis (i.e. our priors), or intrinsic dif-
ferences of the gravity scale of the PARSEC models with respect
to the asteroseismic scale.

For the comparison to the (calibrated) ASPCAP metallicity
scale, which is both much more precise and accurate than ours
(∼0.05 dex; Holtzman et al. 2018), we see that StarHorse tends
to determine solar metallicities for the bulk of the APOGEE
stars. This behaviour shows that the metallicity sensitivity of
the broad-band photometric filters used in this work is very
small for moderate metallicities ([M/H]&−1), and the posterior
metallicity estimates are in most cases dominated by the (broad)
metallicity priors. However, for moderately metal-poor objects
(−2. [M/H].−1), our code seems to deliver somewhat more
reliable metallicity estimates, enabling the construction of a can-
didate list of metal-poor stars, which may be followed up with
spectroscopy (Chiappini et al., in prep.).

The middle row of Fig. 15 displays the comparison with
the distances to APOGEE stars obtained with the same ver-
sion of the StarHorse code, but including also the spectro-
scopic stellar parameters as input quantities, thereby yielding
much more precise results (Queiroz et al. 2018). The left panel
shows that we achieve remarkable overall concordance with
the astro-spectro-photometric distance scale up to distances of
∼7 kpc, with our photo-astrometric distances being increasingly
too small towards more distant (especially extragalactic) stars, as
could be expected (we note that this trend is comparable to the
trend observed by comparing to open-cluster distances discussed
in Sect. 5.4, and contrary to the trend observed when comparing
to the distances of Bailer-Jones et al. 2018; see Sect. 6.1). The
right panel also shows that the distance differences do not show
any dependence on sky position, except for the very extincted

regions close to the Galactic plane, where we see a tendency to
overestimate distances compared to APOGEE (mostly a conse-
quence of our AV = 4 boundary). Overall, however, since also
the APOGEE-derived distances are model- and prior-dependent,
the meaning of the median trend is limited and can be considered
rather an internal consistency check.

The same is true for the extinction comparison (extinction
difference as a function of sky position) shown in the bottom
row of Fig. 15, although here we see more significant sys-
tematic trends. The bottom left panel shows that the median
systematic differences as a function of distance are moderate
(.0.2 mag), although certainly significant. In the bottom right
panel, however, we observe a slight (.0.1 mag) overestimation
of the median extinction in the low-extinction regime at high lat-
itudes with respect to the APOGEE-derived values, while at low
latitudes the Gaia DR2+photometric extinction estimates are on
average lower than the APOGEE ones by ∼0.2 mag for most of
the parts of the Galactic disc, and severely underestimated in
the most extinct regions, thus compensating the larger distances
observed in the same sky regions (again mostly due to our AV
prior, which is too restrictive for very extincted regions). These
caveats should be kept in mind when using our catalogue.

5.4. Accuracy: Open cluster comparison

By virtue of the precise Gaia DR2 astrometry, Cantat-Gaudin
et al. (2018a) were able to establish new membership probabili-
ties and physical parameters for 1229 Galactic open clusters. In
Fig. 16, we compare our results obtained for the most certain clus-
ter members of Cantat-Gaudin et al. (2018a) to the cluster dis-
tances reported in thatwork.Theseclusterdistanceswereobtained
by a maximum-likelihood analysis taking into account the system-
atic parallax uncertainties and the global parallax zero-point offset
of −0.029 mas (Lindegren et al. 2018).

Overall, Fig. 16 shows similar trends as the comparison to
the APOGEE-derived distances (left panel in the middle row of
Fig. 15). We see slight negative median differences up for dis-
tances between ∼2 and 10 kpc, which, considering the systematic
parallax uncertainties, is very much beyond the accuracy limits
of the open cluster distance scale (we note the different global
zeropoint applied in the bright regime). The obvious advantage
of the cluster distances is the suppression of the statistical uncer-
tainty with the square root of the number of members. However,
the cluster members are affected by the same varying parallax
zero-point as a function of sky position, magnitude, parallax,
and/or colour. Therefore, also this comparison is not a funda-
mental distance comparison for the most distant clusters, since
their distance uncertainty is dominated by systematics. In addi-
tion, the Pmemb==1 criterion used in Fig. 16 only refers to astro-
metric membership; no photometry was used in the construction
of the membership list of Cantat-Gaudin et al. (2018a).

To further illustrate the performance of StarHorse for the
open cluster sample, we show in Fig. 17 a detailed comparison
for the four most distant open clusters (Melotte 71, NGC 2420,
NGC 6819, and NGC 6791) studied at high spectral resolution
in the compilation of Bossini et al. (2019). These authors have
recently published revised Bayesian cluster parameters based
on Gaia DR2 data and the membership list of Cantat-Gaudin
et al. (2018a), thus providing also cluster ages and line-of-sight
extinctions. In the left column of Fig. 17, we show the distance-
extinction plane for each of the clusters, indicating also the
size of the StarHorse uncertainties of the individual mem-
bers. Except for a number of outliers in NGC 6819, and for the
problematic cluster NGC 6791 (which is also a highly debated

A94, page 18 of 34

https://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201935765&pdf_id=16


F. Anders et al.: Photo-astrometric distances, extinctions, and astrophysical parameters for Gaia DR2 stars brighter than G = 18

Fig. 17. Comparison to the distance scale of the open cluster sample of Bossini et al. (2019): detailed comparison to the four distant (d > 2 kpc)
clusters studied with high-resolution spectroscopy (Melotte 71, NGC 2420, NGC 6819, and NGC 6791). In each panel, we show only stars with
Pmemb = 1 according to Cantat-Gaudin et al. (2018a). The first panel in each row shows the distance-AV plane (grey-dashed lines refer to the values
determined by Bossini et al. 2019), while the second panel displays the colour-magnitude diagram (only parallax-corrected in cyan, StarHorse-
corrected in red). The third panel shows the metallicity-coloured Kiel diagram for each cluster. The metallicities derived from high-resolution
spectroscopy quoted by Bossini et al. (2019) for these clusters are [Fe/H] =−0.27 for Melotte 71, −0.05 for NGC 2420, 0.0 for NGC 6819, and
+0.4 for NGC 6791. The fact that we see on average much more metal-rich stars in NGC 6791 is encouraging: there is at least some metallicity
sensitivity in the photometric data used in this work.

object in the open-cluster literature; see e.g. Linden et al. 2017;
Villanova et al. 2018; Martinez-Medina et al. 2018), we find that
our results for the bulk of individual member stars cluster very
well around the median distances and extinctions of Bossini et al.
(2019), within the known systematics.

The middle column of Fig. 17 shows the effect of apply-
ing a StarHorse extinction- and distance correction on the
cluster colour-magnitude diagram, displaying the amount of
noise added to the CMD when using our results (which, we
recall, were obtained under the assumption that these stars are
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Fig. 18. Comparison of StarHorse results with the Gaia DR2-only-derived distances of Bailer-Jones et al. (2018). Top left and bottom panels:
median relative differences with respect to our results. Top left panel: median difference as a function of distance. The red density distribution and
the running median correspond to the flag-cleaned results, while the grey running median corresponds to the full converged sample. Bottom panels:
dependence on sky position for the full sample (left) and filtering on the SH_OUTFLAG (right). Top right: comparison of statistical uncertainties.
See Sect. 6.1 for details.

Fig. 19. Comparison of Galactic Cartesian density maps for the SH_GAIAFLAG==“000”, SH_OUTFLAG=“00000” sample, resulting from Bailer-
Jones et al. (2018) geometric distances (right) and StarHorse (left; same as Fig. 7, top left panel). In both panels, the Sun is located at
(XGal,YGal) = (−8.2 kpc,0).

field stars). We find that the resulting diagrams are not much
more noisy than the original cluster sequences, even for these
distant populations, giving further confidence in our results.

Finally, in the right column of Fig. 17 we show the posterior
Kiel diagrams for each of the four clusters, colour-coded by the
median metallicity in each pixel, demonstrating that there is at
least some metallicity sensitivity in the photometric data used in
this work.

5.5. Caveats

As can be expected from a data-intensive endeavour such as the
one undertaken in this paper, there are several known caveats
that should be taken into account when using our results. Some
of them were discussed in the previous sections, but we list
some additional considerations here. Specifically, for this work
we did not attempt to correct the following effects (ordered by
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Fig. 20. Comparison of StarHorse results with the Gaia DR2-only-derived AG extinction estimates of Andrae et al. (2018), in the same style as
the comparison to the Bailer-Jones et al. (2018) distances shown in Fig. 18. See Sect. 6.2 for details.

Fig. 21. Comparison of StarHorse results with the Gaia DR2-only-derived Teff estimates of Andrae et al. (2018), in the same style as the
comparison to the Bailer-Jones et al. (2018) distances shown in Fig. 18. See Sect. 6.2 for details.

decreasing relative importance) that may have potential impacts
on further scientific analyses.
1. Colour- and sky-position-dependent parallax zero-point

shifts: As has been demonstrated by Arenou et al. (2018),
Lindegren (2018), and Khan et al. (2019), the parallax zero-
point offset of Gaia DR2 depends on the magnitude, colour,
and position in the sky, in a non-trivial manner. In this work

we only account for a magnitude-dependent zero-point off-
set, which may lead to biased results in parts of the sky where
the parallax zero-point shift is very different from the global
shift applied here.

2. Unresolved binaries: For most binaries the primary star by
far dominates the light budget (especially on the red-giant
branch), so that we expect that our results do not suffer
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Fig. 22. Comparison of the StarHorse posterior Gaia DR2 flag-cleaned colour-magnitude diagram (136 606 128 stars) to the one obtained by
Andrae et al. (2018) (criterion: a_g_val!=NULL; 84 498 216 stars).

Fig. 23. Comparison of the AG extinction maps obtained from StarHorse (with the minimal flag SH_OUTFLAG[0]=“0”) and Apsis (Andrae et al.
2018) for a distance slice in the Orion region. The number of stars contained in the left plot is 246 266, while in the right plot there are 129 549
stars.

from significant binarity-induced biases in that regime. As
for the main sequence, the exquisite quality of the Gaia
DR2 photometry has shown that many star clusters show a
well-populated equal-mass binary sequence. For these cases,
we do expect significantly biased parameters. However, cur-
rently the only computationally tractable way to account for
equal-mass binaries in the data is to use data-driven models
for the colour-magnitude diagram (Coronado et al. 2018),
which was explicitly not the aim of this work.

3. Simple Galactic priors: Due to optimization of compu-
tational resources, our priors do not include some well-
established features of the Galaxy: for example a warped
stellar disc, extended structures in the outer disc such as the
Monoceros ring or Triangulum-Andromeda, or the presence

of the nearby Magellanic Clouds, the Sagittarius dSph, etc.
(see Sect. 4.4). Also, the current extinction limit of AV = 4
could be replaced by a more informative prior.

4. Uncertainties in the extinction curve: Our results rely on the
validity of the assumed extinction curve, which is limited
in several respects. Most importantly, we do not allow for
variable RV values (or x, in the Schlafly et al. 2016 notation).
In addition, by using the GBP magnitudes we extrapolate the
Schlafly et al. (2016) extinction law slightly into the blue. In
the near future, with the Gaia DR3 BP/RP low-resolution
spectra, it may be possible to simultaneously solve for stellar
parameters, distance, extinction, and the extinction curve.

5. Gaia DR2 photometry in crowded fields: The Gaia DR2
aperture photometry is known to be prone to systematic
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errors in crowded regions of the Galactic disc (Evans et al.
2018; Arenou et al. 2018). For many applications, it will
be sufficient to filter out data affected by this problem
using the phot_bp_rp_excess_factor (as implemented in
SH_GAIAFLAG[1]).

6. Systematic photometric errors in GBP in the faint regime:
Faint sources (GBP & 19; 2% of the converged stars) have
been shown to be affected by background under-estimation,
which leads to magnitude errors greater than 0.02 mag
(Arenou et al. 2018, Fig. 34b). This may imply slight biases
in our derived parameters for these stars.

7. Systematic photometric errors in supplementary photom-
etry: Systematic photometric errors will result in slightly
biased results, especially for the more delicate secondary out-
put parameters. This is the reason why we introduced an
uncertainty floor for the photometric data. As an example, in
Sect. 5.1 we saw that the inclusion of the Pan-STARRS1 pho-
tometry in the input data yields more precise extinction and
metallicity estimates, but slightly worsens the distance and
log g precision. This fact suggests some remaining tensions
between the zero-points or the passband definitions of the
Gaia DR2 and Pan-STARRS1 photometric systems. Another
potential problem arises for missing photometric uncertain-
ties in 2MASS and WISE (0.03% of the converged sample):
in these cases, the catalogue magnitude values refer to upper
limits and our fiducial uncertainties of 0.3 mag may be too
optimistic.

8. Uncertainties in the Gaia DR2 passband definitions:
Although we have used the improved transmission curves and
recalibrated photometry of Maíz Apellániz & Weiler (2018),
remaining uncertainties in the passband definition may impact
our results. Maíz Apellániz & Weiler (2018) have convinc-
ingly shown that more flux-calibrated spectro-photometry is
necessary to characterise the on-board transmission curves of
the Gaia photometers, especially in the red regime.

9. Contamination by extragalactic objects and potentially erro-
neous cross-matches: In this work we have used the carefully
computed crossmatch tables provided as part of Gaia DR2
(Marrese et al. 2019), so that the occurence of erroneous
crossmatches should be minimal. Also the contamination of
our catalogue by galaxies with observed colours similar to
those of stars is possible, although very unlikely in our mag-
nitude regime.

6. Comparison to Gaia DR2 results

Figures 18 through 23 present a comparison of the StarHorse
primary output parameters with the widely used Gaia DR2-based
distance catalogue of Bailer-Jones et al. (2018), and with the Gaia
DR2 astrophysical parameters presented by Andrae et al. (2018).
In this section, we discuss these comparisons in detail.

6.1. Comparison to the Bailer-Jones et al. (2018) distances

Shortly after Gaia DR2, Bailer-Jones et al. (2018) released a
catalogue of geometric Bayesian distances for 1.33 billion stars
inferred from the Gaia DR2 parallaxes. Their goal was to pro-
vide homogeneous distance estimates for the entirety of Gaia
DR2 stars, “independent of assumptions about the physical prop-
erties of, or interstellar extinction towards, individual stars”. The
authors rely on a solid theoretical background (Bailer-Jones 2015;
Astraatmadja & Bailer-Jones 2016b), and carefully calibrated
their geometric distance prior as a function of galactic longi-
tude and latitude using a Gaia DR2-like stellar density model

(Rybizki et al. 2018), and their results have been shown to provide
precise results also beyond the Gaia DR2 parallax sphere.

The main advantages of the approach taken by Bailer-Jones
et al. (2018) are 1. a very clean selection function (they provide
mode statistics for virtually all 1.33 billion stars with measured
parallaxes, and 2. a smooth transition between the likelihood-
dominated and the prior-dominated regime of the Gaia DR2
data. According to the authors, the main drawbacks are 1. lower
precision than could be achieved by including more information,
and 2. biased distances for certain subsets of objects (e.g. distant
giants, extragalactic stars). With the StarHorse results, we can
now quantify these statements.

Figure 18 shows a comparison of StarHorse and Bailer-
Jones et al. (2018) distances. The top left panel shows the median
relative distance difference as a function of StarHorse dis-
tance. For the flag-cleaned sample, we observe an overall con-
cordance between both distance scales up to distances of ∼3 kpc,
and then a continuously growing deviation, in the sense that the
Bailer-Jones et al. (2018) distances are typically smaller than the
StarHorse ones. This behaviour is expected, since the expo-
nentially decaying space density prior employed by Bailer-Jones
et al. (2018) tends to confine stars to distances within ∼6 kpc.

In the top right panel of Fig. 18, we compare the median
precision obtained with StarHorse as a function of G magni-
tude with the formal uncertainties given by Bailer-Jones et al.
(2018). Surprisingly at first sight, the median Bailer-Jones et al.
(2018) distance uncertainties are smaller than the correspond-
ing StarHorse uncertainties. However, it should be taken in
mind that we increased the Gaia DR2 parallax uncertainties, in
accordance with the recent analysis of Lindegren (2018). In the
same panel of Fig. 18 we also show the (ill-defined) approxi-
mations of the uncertainties of inverse parallax distances, with
and without our parallax uncertainty recalibration (see Table 1).
The offset between these two lines is essentially the same as
the one between the Bailer-Jones et al. (2018) distances and the
StarHorse results, indicating that the parallax uncertainty is the
driving parameter also for our distance precision, and suggest-
ing that the Bailer-Jones et al. (2018) distance uncertainties are
slightly underestimated.

The bottom panels of Fig. 18 show the median relative
distance deviation as a function of sky position. In the bot-
tom left panel, we show the “all converged stars” sample,
while the bottom right one only contains the results with
SH_OUTFLAG==“00000”. The concordance of our flag-cleaned
results with the distances of Bailer-Jones et al. (2018) is remark-
able over most of the sky (<5% differences in more than 90% of
the HealPix cells), excluding only the Inner Galaxy (|l| . 30◦,
|b| . 10◦) and the Magellanic Clouds. The different picture for
the full sample again cautions against the blind use of our non-
flag-cleaned median distances.

The remaining differences are most probably due to the fact
that the prior used in Bailer-Jones et al. (2018) is more apt for
nearby main-sequence stars and therefore tends to underestimate
distances to far-away giant stars, especially in the Galactic bulge
(see Bailer-Jones et al. 2018). An additional effect is that close to
the inner Galactic plane the stellar density does not decrease expo-
nentially, but in fact is a more complex function than described
by the exponentially decreasing space density prior. Finally, it is
possible that the dust model used by Rybizki et al. (2018) is sub-
stantially different from the actual dust distribution in our Galaxy
in the Inner Galaxy, and therefore the values of the prior length
scale in this region could be underestimated.

Finally, in Fig. 19 we compare the Galactic density maps in
Galactic Cartesian co-ordinates. In the region of highest density

A94, page 23 of 34



A&A 628, A94 (2019)

close to Gaia DR2 parallax sphere, the maps are very similar, as
expected. The StarHorse distances reach higher values due to
the less restrictive density prior used. The most striking feature,
however, is of course the emergence of the Galactic bar as a clear
overdensity in the XY plane (see Sect. 4.4).

Summarising this comparison, we can say that due to the rel-
atively low impact of the additional photometric measurements
on the distances, our distance estimates are not more precise than
the distances obtained by Bailer-Jones et al. (2018), even when
rescaling their input parallax uncertainties. However, we argue
that at large distances, our values are more accurate due to the
choice of more informative Galactic priors, which allows us to
see more substructure, including the direct imprint of the Galac-
tic bar in the density maps.

6.2. Comparison to Gaia DR2 Apsis results

As part of Gaia DR2, Andrae et al. (2018) published a catalogue
of astrophysical parameters (Teff , AG, E(GBP−GRP), radius, lumi-
nosity). Due to the limited number of observables used (par-
allax + Gaia DR2 photometry), the output parameters Teff and
AG are strongly correlated, and therefore suffer from a num-
ber of caveats documented in Gaia DR2 (see Andrae et al.
2018 for an extensive discussion). In this work, we set out to
improve on these initial results by including more photometric
data in our analysis, thus creating more leverage to break the
degeneracy between effective temperature and extinction. Dif-
ferent from Andrae et al. (2018) who used a machine-learning
algorithm to infer astrophysical parameters, we have chosen
a more classical approach: Bayesian parameter inference over
a grid of stellar models. In this sense, both our method and
our input data are quite different from the work carried out by
Andrae et al. (2018).

Figures 20 and 21 show a comparison of the StarHorse
results for AG extinction and effective temperature, respectively,
in a similar fashion as for the comparison to the Bailer-Jones
et al. (2018) distances in the Fig. 18. The top panels show the
median absolute differences between the two results as a func-
tion of distance. For the flag-cleaned sample (red density and
red running median line), despite the large spread we observe a
remarkable overall concordance between the extinction scales of
Apsis and StarHorse up to a distance of ∼1 kpc, followed by
growing deviations towards larger distances. For nearby stars,
we also note the effect of the AG positivity requirement imposed
by the DR2 Apsis pipeline. For the effective temperatures, the
agreement is significantly worse (we note the large y-axis scale),
most likely due to the Apsis assumption of zero extinction and
the fact the no stellar population prior was applied to the stellar
model training dataset, resulting in too small Teff values for red-
dened stars (see Gaia Collaboration 2018b; Andrae et al. 2018
for details).

This explanation is confirmed in the bottom rows of Figs. 20
and 21, which show the median absolute AG and Teff differ-
ences as a function of sky position, for the full sample and
the SH_OUTFLAG-cleaned sample, respectively. We find that
the median AG deviations vary over the sky, indicating larger
systematic differences close to the Galactic Centre. We can also
make out the footprint of the Pan-STARRS1 survey in the AG
comparison maps, indicating a slightly different extinction scale
when these data are not available. The Teff differences, on the
other hand, follow the dust distribution in the Galaxy, an unphys-
ical feature that is not present in the StarHorse data, and that
can also be explained by the zero-extinction assumption imposed
for the Gaia DR2 Apsis run.

The top right panels of Figs. 20 and 21 compare the quoted
statistical uncertainties of StarHorse and Apsis. However, the
meaning of the Apsis uncertainties is probably limited, since the
uncertainties are certainly dominated by systematics, as we have
seen above. We therefore suggest that StarHorse, in addition
to providing more accurate results, also provides more realistic
uncertainty estimates.

As an additional check, Fig. 22 shows a comparison of the
StarHorse extinction-corrected CMD with the one obtained
from combining the Bailer-Jones et al. (2018) distances with the
extinction estimates by Andrae et al. (2018) for the flag-cleaned
sample. Apart from the increase in number counts (137 mil-
lion vs. 84 million), we observe that the StarHorse results (left
panel) produce a much more populated lower main sequence and
a more well-defined red clump when compared to the Andrae
et al. (2018) CMD (right panel).

Finally, Fig. 23 shows a comparison of two-dimensional AG
extinction maps in a narrow distance slice in the Orion region,
showing the increase in number of stars with extinction estimates
from StarHorse, especially in dense obscured regions, which
allows for more substructure to be revealed.

In summary, we can confidently state that our astrophysical
parameters are more accurate and have more reliable statistical
uncertainties than the initial Apsis parameters obtained as part of
Gaia DR2. This was expected from the inclusion of more multi-
wavelength observations for a large part of the Gaia DR2 stars
(Andrae et al. 2018). With this work we have verified this expec-
tation quantitatively and provided improved results. We expect
that with a machine-learning approach similar to that of Andrae
et al. (2018) or Das & Sanders (2019), accompanied by a better
training sample, our results can be further improved.

In the near future, Gaia eDR3 (envisioned for summer
2020)7 will provide improved photometry and astrometry for a
similar number of sources as contained in DR2. This will enable
short-term improvements on the results presented in this paper,
with StarHorse or similar codes. Gaia DR3 (scheduled for
spring 2021), will then provide much more precise astrophys-
ical parameters determined from the BP/RP and RVS spectra.
We imagine, however, that there may still be room for further
improvements by adding additional constraints (such as near-
and mid-infrared photometry).

7. Conclusions

In this work we have derived Bayesian stellar parameters, dis-
tances, and extinctions for 265 million stars brighter than G = 18
with the StarHorse code. By combining the precise parallaxes
and optical photometry delivered by Gaia’s second data release
(Gaia DR2) with the photometric catalogues of Pan- STARRS1,
2MASS, and AllWISE, and the use of informative Galactic pri-
ors, our results substantially improve the accuracy of the extinc-
tion and effective temperature estimates provided with Gaia DR2
(Andrae et al. 2018), and arguably also the distances for distant
giant stars, when compared to Bailer-Jones et al. (2018). When
cleaning our results for both unreliable input and output data, we
obtain a sample of 137 million stars for which we achieve a median
precision of 5% in distance, 0.20 mag in V-band extinction, and
245 K in effective temperature for G ≤ 14, degrading slightly
towards fainter magnitudes (12%, 0.20 mag, and 245 K at G = 16;
16%, 0.23 mag, and 260 K at G = 17, respectively).

To verify our results, we presented distance- and extinction-
corrected colour-magnitude diagrams, extinction maps as a

7 https://www.cosmos.esa.int/web/gaia/release
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function of distance, extensive density maps, as well as com-
parisons to asteroseismology, star clusters, the high-resolution
spectroscopic survey APOGEE, and the Gaia DR2 astrophysical
parameters and distances themselves. Furthermore, our results
have already been used to infer the Galactic escape speed curve
(Monari et al. 2018), to study the kinematic structure of the
Galactic disc (Quillen et al. 2018; Carrillo et al. 2019), and for
the survey simulations of the 4MOST spectroscopic survey (de
Jong et al. 2019; Chiappini et al. 2019).

In this paper we also report for the first time a clear mani-
festation of the Galactic bar directly in the stellar density distri-
butions. Considering that we assumed a vastly different prior for
the density in the Galactic bulge, this observation can almost be
considered a direct imaging of the Galactic bar. We also find a
kinematic imprint of the coherent motion in the Galactic bar in
the proper motion maps presented in Sect. 4.5. A more detailed
study of the Galactic bulge will be presented in Queiroz et al.
(in prep.). We are confident that our value-added dataset will be
useful for various other Galactic science cases, such as mapping
the three-dimensional dust distribution within the Milky Way, or
hunting for metal-poor stars.

We make our results available through the ADQL query
interface of the Gaia mirror at AIP (gaia.aip.de), and,
together with complementary Gaia DR2 information, as binary
tables at data.aip.de. The digital object identifier of this
dataset is doi:10.17876/gaia/dr.2/51.

Acknowledgements. The authors thank Benoît Mosser (Paris), Lola Balaguer
(Barcelona), Ralf-Dieter Scholz (Potsdam), and the careful referee for valu-
able comments on the manuscript. We also thank Eleonora Zari (Leiden) for
testing a preliminary version of the database. During the preparation of the
data for the StarHorse run, we have frequently used the Gaia archive at
ESAC (Salgado et al. 2017) as well as its mirrors at AIP and ARI. FA warmly
thanks Alcione Mora and Juan González-Núñez (ESAC) for support with the
Gaia archive in a critical moment. During the analysis, we have made exten-
sive use of the astronomical java software TOPCAT and STILTS (Taylor
2005), as well as the python packages numpy and scipy (Oliphant 2007),
astropy (Astropy Collaboration 2013), dask (Dask Development Team 2016),
HoloViews, and matplotlib (Hunter 2007). Figures 3 and B.1 through B.3
were created using the corner package (Foreman-Mackey 2016). For Fig. 9 we
used galpy.util.bovy_coords (Bovy 2015) to transform the proper motions
to the Galactic frame. This research has made use of the SVO Filter Pro-
file Service (http://svo2.cab.inta-csic.es/theory/fps/; Rodrigo et al.
2012; Rodrigo & Solano 2013) supported from the Spanish MINECO through
grant AYA2017-84089. This work has made use of data from the European
Space Agency (ESA) mission Gaia (http://www.cosmos.esa.int/gaia),
processed by the Gaia Data Processing and Analysis Consortium (DPAC,
http://www.cosmos.esa.int/web/gaia/dpac/consortium). Funding for
the DPAC has been provided by national institutions, in particular the insti-
tutions participating in the Gaia Multilateral Agreement. This project has
received funding from the European Union’s Horizon 2020 research and inno-
vation programme under the Marie Skłodowska-Curie grant agreement No.
800502 H2020-MSCA-IF-EF-2017. This work was partially supported by the
MINECO (Spanish Ministry of Economy) through grant ESP2016-80079-C2-1-
R (MINECO/FEDER, UE) and MDM-2014-0369 of ICCUB (Unidad de Exce-
lencia María de Maeztu).

References
Abolfathi, B., Aguado, D. S., Aguilar, G., et al. 2018, ApJS, 235, 42
Anders, F., Chiappini, C., Santiago, B. X., et al. 2018, A&A, 619, A125
Andrae, R., Fouesneau, M., Creevey, O., et al. 2018, A&A, 616, A8
Antoja, T., Helmi, A., Romero-Gómez, M., et al. 2018, Nature, 561, 360
Arenou, F., Luri, X., Babusiaux, C., et al. 2018, A&A, 616, A17
Astraatmadja, T. L., & Bailer-Jones, C. A. L. 2016a, ApJ, 833, 119
Astraatmadja, T. L., & Bailer-Jones, C. A. L. 2016b, ApJ, 832, 137
Astropy Collaboration (Robitaille, T. P., et al.) 2013, A&A, 558, A33
Bailer-Jones, C. A. L. 2015, PASP, 127, 994
Bailer-Jones, C. A. L., Rybizki, J., Fouesneau, M., Mantelet, G., & Andrae, R.

2018, AJ, 156, 58
Baumgardt, H., Hilker, M., Sollima, A., & Bellini, A. 2019, MNRAS, 482,

5138

Binney, J., Burnett, B., Kordopatis, G., et al. 2014, MNRAS, 437, 351
Bossini, D., Vallenari, A., Bragaglia, A., et al. 2019, A&A, 623, A108
Boubert, D., Guillochon, J., Hawkins, K., et al. 2018, MNRAS, 479, 2789
Boubert, D., Strader, J., Aguado, D., et al. 2019, MNRAS, 486, 2618
Bovy, J. 2015, ApJS, 216, 29
Breddels, M. A., Smith, M. C., Helmi, A., et al. 2010, A&A, 511, A90
Bressan, A., Marigo, P., Girardi, L., et al. 2012, MNRAS, 427, 127
Bromley, B. C., Kenyon, S. J., Brown, W. R., & Geller, M. J. 2018, ApJ, 868, 25
Brown, T. M., Gilliland, R. L., Noyes, R. W., & Ramsey, L. W. 1991, ApJ, 368,

599
Brunetti, M., & Pfenniger, D. 2010, A&A, 510, A34
Burnett, B., & Binney, J. 2010, MNRAS, 407, 339
Cantat-Gaudin, T., Jordi, C., Vallenari, A., et al. 2018a, A&A, 618, A93
Cantat-Gaudin, T., Jordi, C., Wright, N. J., et al. 2018b, A&A, 626, A17
Cantat-Gaudin, T., Krone-Martins, A., Sedaghat, N., et al. 2018c, A&A, 624,

A126
Capitanio, L., Lallement, R., Vergely, J. L., Elyajouri, M., & Monreal-Ibero, A.

2017, A&A, 606, A65
Carrillo, I., Minchev, I., Steinmetz, M., et al. 2019, MNRAS, submitted

[arXiv:1903.01493]
Casagrande, L., & VandenBerg, D. A. 2018, MNRAS, 479, L102
Casagrande, L., Portinari, L., Glass, I. S., et al. 2014, MNRAS, 439, 2060
Casagrande, L., Wolf, C., Mackey, A. D., et al. 2019, MNRAS, 482, 2770
Castro-Ginard, A., Jordi, C., Luri, X., et al. 2018, A&A, 618, A59
Chabrier, G. 2003, PASP, 115, 763
Chen, Y., Girardi, L., Bressan, A., et al. 2014, MNRAS, 444, 2525
Chen, B.-Q., Huang, Y., Yuan, H.-B., et al. 2019, MNRAS, 483, 4277
Chiappini, C., Minchev, I., Starkenburg, E., et al. 2019, The Messenger, 175,

30
Coronado, J., Rix, H.-W., & Trick, W. H. 2018, MNRAS, 481, 2970
da Silva, L., Girardi, L., Pasquini, L., et al. 2006, A&A, 458, 609
Das, P., & Sanders, J. L. 2019, MNRAS, 484, 294
Dask Development Team 2016, Dask: Library for Dynamic Task Scheduling
de Boer, T. J. L., Gieles, M., Balbinot, E., et al. 2019, MNRAS, 485, 4906
de Jong, R. S., Agertz, O., Berbel, A. A., et al. 2019, The Messenger, 175, 3
Eisenstein, D. J., Weinberg, D. H., Agol, E., et al. 2011, AJ, 142, 72
Erkal, D., Boubert, D., Gualandris, A., Evans, N. W., & Antonini, F. 2019,

MNRAS, 483, 2007
Evans, D. W., Riello, M., De Angeli, F., et al. 2018, A&A, 616, A4
Foreman-Mackey, D. 2016, J. Open Source Softw., http://dx.doi.org/10.

5281/zenodo.45906, 24
Gaia Collaboration (Brown, A. G. A., et al.) 2016, A&A, 595, A2
Gaia Collaboration (Babusiaux, C., et al.) 2018a, A&A, 616, A10
Gaia Collaboration (Brown, A. G. A., et al.) 2018b, A&A, 616, A1
Gaia Collaboration (Helmi, A., et al.) 2018c, A&A, 616, A12
Gaia Collaboration (Katz, D., et al.) 2018d, A&A, 616, A11
García Pérez, A. E., Allende Prieto, C., Holtzman, J. A., et al. 2016, AJ, 151,

144
Gilmore, G., Randich, S., Asplund, M., et al. 2012, The Messenger, 147, 25
Girardi, L. 2016, ARA&A, 54, 95
Girardi, L., Dalcanton, J., Williams, B., et al. 2008, PASP, 120, 583
González Hernández, J. I., & Bonifacio, P. 2009, A&A, 497, 497
Green, G. M., Schlafly, E. F., Finkbeiner, D. P., et al. 2015, ApJ, 810, 25
Hekker, S., & Christensen-Dalsgaard, J. 2017, A&ARv, 25, 1
Helmi, A., Babusiaux, C., Koppelman, H. H., et al. 2018, Nature, 563, 85
Holtzman, J. A., Burrows, C. J., Casertano, S., et al. 1995, PASP, 107, 1065
Holtzman, J. A., Shetrone, M., Johnson, J. A., et al. 2015, AJ, 150, 148
Holtzman, J. A., Hasselquist, S., Shetrone, M., et al. 2018, AJ, 156, 125
Hunter, J. D. 2007, Comput. Sci. Eng., 9, 90
Jönsson, H., Allende Prieto, C., Holtzman, J. A., et al. 2018, AJ, 156, 126
Jordi, C., Gebran, M., Carrasco, J. M., et al. 2010, A&A, 523, A48
Katz, D., Sartoretti, P., Cropper, M., et al. 2019, A&A, 622, A205
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Appendix A: Justification for StarHorse flag
definitions

In the case of astro-photometric data with very uncertain paral-
laxes, Bayesian inference often results multimodal multidimen-
sional posteriors. However, due to the huge data volume of Gaia
DR2, the current StarHorse version only saves the 1D median
statistics for each posterior variable. This implies that in the case
of a very bi- or even multimodal posterior, the median of one
of the output parameters may lie in an unlikely, and sometimes
unphysical, part of the model parameter space.

We explained this in Sect. 3.4, and now illustrate the effect in
some more detail using Figs. A.1 and A.2. Figure A.1 shows 1%
of the full StarHorse output sample in an extinction-corrected
Gaia colour-magnitude diagram. Overlaid are some of the PAR-
SEC 1.2S models (for different metallicities) that were used to
find the most likely combination of stellar parameters, distance,
and extinction for each star. By construction, we expect that
most of the stars fall in places compatible with at least one stel-
lar model, and this is indeed the case for the vast majority of
stars.

Some stars, however, are situated outside the CMD space
defined by the stellar models. As explained briefly in Sect. 3.4,
this means that the combination of their median posterior abso-
lute magnitude, distance, and extinction should not be used
together. The most prominent unphysical feature in the CMD
is certainly the nose feature between the main sequence and the
red-giant branch.

We verified that this effect only occurs for faint stars with
very uncertain parallaxes(σcal

$ /$
cal & 22%) – which is when the

PDF of inverse parallax becomes seriously unbound (see Fig. 1
and Bailer-Jones 2015; Astraatmadja & Bailer-Jones 2016a; Luri
et al. 2018). This results in a poor discrimination between dwarfs
and giants for these typically faint (G & 16.5; see Fig. 2) stars.
Although their median effective temperatures and extinctions
may still be useful, their median 1D distances and other param-
eters should not be used.

In any case, the flags provided together with the StarHorse
catalogue should only be regarded as a guidance. We encourage

Fig. A.1. StarHorse posterior CMD for 1% of the stars, comparing
the results with the PARSEC 1.2S stellar models used to infer the
results. Objects in unphysical regions of the posterior CMD result from
poor median statistics of multi-modal posterior PDFs (see discussion in
Sect. 3.4) and are flagged in the first digit of SH_OUTFLAG.

users of our data to apply their own quality cuts depending on
their particular science case.

The “bloody eye” effect for stars with poor parallaxes

In addition to the nose feature in the CMD, Fig. A.2 shows
that the StarHorse distances for the full G < 18 sample (left
panels) result in a very different appearance of the sampled
space density in Galactic co-ordinates when compared to the
flag-cleaned StarHorse distances (right panels). This effect is
a direct result of the poor data quality for faint stars and their
consequently broad distance PDFs, as discussed above and in
Sect. 3.4.4. Removing stars with such uncertain distances (typ-
ically σd/d50 & 0.6) leaves us with a much more meaningful
density map.
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Fig. A.2. Illustration of the main StarHorse reliability flag, SH_OUTFLAG[0], corresponding to a cut in the σd/d50 vs. log g50 diagram (top left
panel). In each panel, the coloured distribution corresponds to converged stars with SH_OUTFLAG[0]==“0”, while the grey distribution corresponds
to all stars. Top right panel: distance histograms for the two samples, and middle panels: density in Galactic XY co-ordinates, highlighting the
“bloody-eye” effect of stars with poorly-constrained posterior distances that disappear when applying the reliability flag. Bottom panels: CMDs of
both samples, highlighting the disappearance of the nose feature when applying the reliability flag.
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Appendix B: Parameter correlations and examples
of StarHorse joint posterior PDFs

Figure 3 presented the primary output of the StarHorse code
for the Gaia DR2 sample in one plot, displaying the distributions
and correlations of Teff , d, and AV , and their respective uncertain-
ties, as well as G magnitude and parallax signal-to-noise ratio. In
Fig. B.1, we now display also the secondary output parameters
log g, [M/H], and M∗, and their inter-correlations with the pri-
mary parameters. As in Fig. 3, the diagonal panels of Fig. B.1
provide the one-dimensional distributions for each parameter as
area-normalised histograms, while the off-diagonal panels show
the correlations between each of the output parameters.

In addition to the observations described in Sect. 4.1, we
now also observe a griding effect in the [M/H] dimension, due
to the finite metallicity resolution of our PARSEC model grid
(σ[M/H]) chosen to optimise the computation cost. However, we
recall that the quality of the output photometric metallicities is
very diverse, and in many cases dubious (see Sects. 5.3 and 5.5).
We recall that the main objective of this paper is to deliver
more precise distances, extinctions, and effective temperatures
for a larger number of stars than provided in Gaia DR2. The
secondary output parameters (log g, [M/H], M∗) mainly serve
to attach stellar spectrum templates to Gaia DR2 stars for the
4MOST Simulator (de Jong et al. 2019), and to thereby assess
the targeting strategy of the 4MOST low-resolution disc and
bulge survey (4MIDABLE-LR; Chiappini et al. 2019).

To further gain insight into the correlations between the out-
put parameters, we now discuss some randomly chosen full

posterior PDFs. Ideally, in addition to the marginal median
statistics for each output parameter, one would also like to report
the full posterior. However, the large size of the posterior data
files makes this completely unviable to even store this infor-
mation (let alone publish it), even for the case of only thou-
sands of stars. In this appendix, we therefore only show a few
examples of StarHorse joint posterior PDFs for the interested
reader.

Figures B.2 and B.3 show corner plots (Foreman-Mackey
2016) of the full posterior PDF projected onto one- and two-
dimensional subspaces. For visibility, we only show contours in
each of the plots. Figure B.2 shows examples of stars with well-
determined posterior parameters. As discussed in Sect. 5.1, the
precision in the output parameters mainly depends on the paral-
lax signal-to-noise ratio, but the precision of effective tempera-
ture and extinction estimates is considerably increased when the
full information is available.

Finally, Fig. B.3 shows a few cases of stars for which
StarHorse was only able to determine very uncertain param-
eters (SH_OUTFLAG[0]==“1”), due to the poor precision of
the input parallaxes. These stars, some of them responsible for
the unphysical nose in the CMD (see Sect. 4) as well as the
bloody-eye effect (see Appendix A) display varying degrees of
bimodality in their posterior PDFs, in many cases meaning that
StarHorse was unable to decide with certainty if these stars are
dwarfs or giants. In consequence, as discussed in Sect. 3.4 and
Appendix A, their median output parameters are not necessarily
compatible with each other.
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Fig. B.1. corner plot showing the correlations and distributions of StarHorse median posterior output values Teff , log g, [M/H],M∗, d, AV , and
their corresponding uncertainties. The grey contours show the distribution of the full sample, while the red contours show the distribution of all
sources with SH_OUTPUTFLAG==“00000” and SH_GAIAFLAG==“000”.
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Fig. B.2. Example corner plots of the posterior PDFs of four stars with well-determined parameters (SH_OUTFLAG==“00000” &
SH_GAIAFLAG==“000”).
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Fig. B.3. Example corner plots of the posterior PDFs for stars with poorly determined parameters (SH_OUTFLAG[0]==“1”).
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Appendix C: Data model

Table C.1 provides the data model for the provided StarHorse output tables.

Table C.1. Data model of the Gaia DR2 StarHorse catalogue released via the Gaia mirror at gaia.aip.de.

ID Column name Unit Description

0 source_id Gaia DR2 unique source identifier
1 SH_PHOTOFLAG StarHorse photometry input flag
2 SH_PARALLAXFLAG StarHorse parallax input flag
3 SH_GAIAFLAG StarHorse Gaia DR2 quality flag
4 SH_OUTFLAG StarHorse output quality flag
5 dist05 kpc StarHorse distance, 5th percentile
6 dist16 kpc StarHorse distance, 16th percentile
7 dist50 kpc StarHorse distance, 50th percentile
8 dist84 kpc StarHorse distance, 84th percentile
9 dist95 kpc StarHorse distance, 95th percentile
10 AV05 mag StarHorse line-of-sight extinction at λ = 5420 Å, AV , 5th percentile
11 AV16 mag StarHorse line-of-sight extinction at λ = 5420 Å, AV , 16th percentile
12 AV50 mag StarHorse line-of-sight extinction at λ = 5420 Å, AV , 50th percentile
13 AV84 mag StarHorse line-of-sight extinction at λ = 5420 Å, AV , 84th percentile
14 AV95 mag StarHorse line-of-sight extinction at λ = 5420 Å, AV , 95th percentile
15 AG50 mag StarHorse line-of-sight extinction in the G band, AG, 50th percentile, derived from AV50 and teff50

16 teff16 K StarHorse effective temperature, 16th percentile
17 teff50 K StarHorse effective temperature, 50th percentile
18 teff84 K StarHorse effective temperature, 84th percentile
19 logg16 [dex] StarHorse surface gravity, 16th percentile
20 logg50 [dex] StarHorse surface gravity, 50th percentile
21 logg84 [dex] StarHorse surface gravity, 84th percentile
22 met16 [dex] StarHorse metallicity, 16th percentile
23 met50 [dex] StarHorse metallicity, 50th percentile
24 met84 [dex] StarHorse metallicity, 84th percentile
25 mass16 M� StarHorse stellar mass, 16th percentile
26 mass50 M� StarHorse stellar mass, 50th percentile
27 mass84 M� StarHorse stellar mass, 84th percentile
28 ABP50 mag StarHorse line-of-sight extinction in the GBP band, ABP, 50th percentile, derived from AV50 and teff50

29 ARP50 mag StarHorse line-of-sight extinction in the GRP band, ARP, 50th percentile, derived from AV50 and teff50

30 BPRP0 mag StarHorse dereddened colour, (GBP −GRP)0, derived from phot_bp_mean_mag, phot_rp_mean_mag, ABP50, and ARP50

31 MG0 mag StarHorse absolute magnitude, derived from phot_g_mean_mag (recalibrated), dist50, and AG50

32 XGal kpc StarHorse Galactocentric Cartesian X co-ordinate, derived from dist50 and assuming R0 = 8.2 kpc
33 YGal kpc StarHorse Galactocentric Cartesian Y co-ordinate, derived from dist50 and assuming R0 = 8.2 kpc
34 ZGal kpc StarHorse Galactocentric Cartesian Z co-ordinate, derived from dist50 and assuming R0 = 8.2 kpc
35 RGal kpc StarHorse Galactocentric planar distance, derived from XGal and YGal

36 ruwe Gaia DR2 renormalised unit-weight error (Lindegren et al. 2018)

A94, page 33 of 34



A&A 628, A94 (2019)

Appendix D: Example queries

In this appendix we show some examples of ADQL queries that
can be used to access the StarHorse Gaia DR2 results via the
Gaia DR2 mirror archive at gaia.aip.de.

The first example query shows how to extract the median
distance and extinction for the first 50 objects of the flag-
cleaned StarHorse sample (using both the SH_GAIAFLAG and
the SH_OUTFLAG; see Sect. 3.4):

SELECT TOP 50 s.glon, s.glat, s.dist50, s.AV50,
FROM gdr2_contrib.starhorse AS s
WHERE s.SH_OUTFLAG LIKE ’00000’
AND s.SH_GAIAFLAG LIKE ’000’

The second example shows how to access the first 50
rows of our results, cross-matched with the Gaia DR2 cat-
alogue, cleaned only for the main StarHorse output flag,
SH_OUTFLAG[0]==“0”:

SELECT TOP 50 s.*, g.ra, g.dec
FROM gdr2.gaia_source AS g,

gdr2_contrib.starhorse AS s
WHERE g.source_id = s.source_id
AND s.SH_OUTFLAG LIKE ’0%%%%’

The next example shows how to access the first 50 rows of
our catalogue cross-matched to the Gaia DR2 main source table,
without cleaning for any StarHorse flags, but selecting only
red-clump stars with ruwe< 1.3:

SELECT TOP 50 s.*, g.ra, g.dec
FROM gdr2.gaia_source AS g,

gdr2_contrib.starhorse AS s
WHERE g.source_id = s.source_id
AND 4500 < s.teff50 AND s.teff50 < 5000
AND 2.35 < s.logg50 AND s.logg50 < 2.55
AND -0.6 < s.met50 AND s.met50 < 0.4
AND s.ruwe < 1.3

The following example extracts an extinction-corrected, flag-
cleaned CMD for stars in a 1◦ region around the centre of the
open cluster NGC 6819 (see Fig. 17, third row):

SELECT g.source_id, s.MG0, s.BPRP0
FROM gdr2.gaia_source AS g,

gdr2_contrib.starhorse AS s
WHERE g.source_id = s.source_id
AND s.SH_OUTFLAG LIKE ’00000’
AND s.SH_GAIAFLAG LIKE ’000’
AND 1=CONTAINS(POINT(’GALACTIC’,g.l,g.b),

CIRCLE(’GALACTIC’,74.,8.5, 1.))

Finally, the last example shows how to retrieve all Gaia DR2
stars for which StarHorse did not converge:

SELECT g.source_id, g.l, g.b, g.parallax,
g.parallax_error, g.phot_g_mean_mag,
g.phot_bp_mean_mag, g.phot_rp_mean_mag

FROM gdr2.gaia_source AS g
LEFT OUTER JOIN gdr2_contrib.starhorse AS s
ON (g.source_id=s.source_id)
WHERE g.phot_g_mean_mag <= 18.0
AND s.source_id IS NULL
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