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Abstract

The magnetic monopole-antimonopole pair production by photon fusion and
Drell Yan and monopolium production by photon fusion processes are calculated in
proton-proton collisions. Two different coupling models are used, the usual velocity-
dependent and the velocity dependent with a magnetic moment parameter. The
mass range used for the monopole is based on the last results of ATLAS and the
MoEDAL experiment that set a minimal mass of around 2 TeV for the spin 1/2
monopole. The cross sections are calculated with the center of mass energies of LHC,
for its successor, the HE-LHC and the future collider FCC. In a complement to the
cross sections, the energy distributions that can improve the chances of detection
are analyzed.
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Resumo

A produção de par monopolo-antimonopolo magnético via fusão de fótons e Drell
Yan e a produção de monopolium por fusão de fótons, são calculados para colisões
próton-próton. Dois diferentes modelos de acoplamento são usados, um dependendo
da velocidade, e um segundo em função da velocidade e momento magnético. A
escala de massa utilizada para o monopolo é baseada nos últimos resultados dos
experimentos ATLAS e MoEDAL no LHC, que estimaram um limite mı́nimo de
massa em cerca de 2 TeV para um monopolo de spin 1/2. As seções de choque foram
calculadas para energias de colisão do LHC, e também para os futuros experimentos
HE-LHC e FCC. Em complemento às seções de choque, também são estudadas
distribuições de energia, que podem aumentar a chance de detecção dessa nova
part́ıcula.
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Introduction

Since one of the first theories about magnetic monopoles, proposed by Dirac in his
two papers [1] and [2], a number of experiments[3][4] were not able to prove its
existence. Dirac’s monopole is a point-like particle responsible for giving symmetry
between the electric and magnetic interactions and explaining the electric charge
quantization, by the Dirac quantization condition (DQC)

ge = 4π
n

2
, (1)

with g and e the magnetic monopole and electron charges, respectively, and n an
integer. New models for this unknown particle were proposed later on, like the dyon,
a particle with both electric and magnetic charges theorized by Schwinger [5], and
the monopoles in electroweak[6] and unification theories [7][8][9][10][11]. While in
Dirac’s model the coupling force between a monopole-antimonopole pair is about 103

times stronger than the one between an electron and a positron, the principal issue
in unification theories is that the expected mass for the monopole is around 1015

Gev. A possible explanation for the lack of experimental evidence of monopoles was
first given in [12], where it was assumed that due to the strong magnetic coupling
the magnetic poles would always be in a bound state, called monopolium. In the
same paper it is also studied the hypothesis of relic monopoles, produced in the
early universe, that could still be detected nowadays in a bounded form. Also, the
products from the decay of monopoles produced in the early universe could still be
observed in measures of the cosmic microwave background anisotropy and primordial
gravitational waves[13].

In the scenario where no formal theory to treat magnetic monopole interactions
is fully developed, some effective couplings have been proposed. The minimalistic
model treats the moving monopole as an electric charge, so that it couples to the
photon just like the electron. This idea was used to determine the first limits on
Dirac’s monopole mass [14][3] and has been used since then in many theoretical
works [15][16][17] and in the current experimental search for monopoles [18][19][20].
A more recent work [21] proposed the addition of a magnetic moment term to
the usual velocity-dependent coupling. With this new parameter, the limits where
perturbation methods can be used are increased.

The pair production of monopoles (a monopole and an antimonopole) will be
studied by two processes in leading order: photon fusion and Drell Yan (see Fig-
ures 3.2 and 3.6). The fusion of two photons to form a pair of leptons or charged
scalar particles has been widely covered [22] and used to investigate the Higgs boson
production[23][24] and particles beyond the Standard Model[25]. Also, due to the
great magnetic charge, the photon fusion cross sections are expected to be greatly
enhanced. In collisions involving protons, the Drell Yan mechanism[26] can also be
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0.0 Establishing limits for monopole production in pp collisions

used to investigate such particles, as it has been proved[27] that for lepton and Higgs
production the cross sections for Drell Yan are ∼ 102 times larger than those for
photon fusion. An opposite behavior occurs when one uses the velocity dependent
magnetic coupling[15], which makes the photon fusion process a relevant candidate
to consider for monopole observation. The two models of coupling cited in the
paragraph above will be used.

The current experiments dedicated to the search of magnetic monopoles in
proton-proton collisions are in the MoEDAL[18] experiment and the ATLAS[28]
detectors in the LHC. The last results of MoEDAL[19] set a minimum value for
the monopole mass m ≤ 1320 GeV considering only Drell Yan and m ≤ 2420 GeV
considering both Drell Yan and photon fusion production, for a spin 1/2 monopole
with unitary magnetic charge (n = 1 in the DQC). The last ATLAS results[20] set
a lower bound of 2370 GeV, considering only Drell Yan production for the same
type of monopole. These results were obtained by the analysis of data from 2015
to 2017, when the LHC was operating with 13 TeV of center of mass energy for pp
collisions. Even with the high limits above it is still possible to produce and detect
monopoles in the LHC, especially after the start of RUN 3 scheduled for 2021 and
the HL-LHC[29] in 2026. Beyond the LHC, we will also consider the energies of the
HE-LHC[30], the successor of LHC, and the FCC[31] colliders.

This work is organized as follows: in Chapter 1 Dirac’s theory for magnetic
monopoles is introduced and some comments on the classic theory with monopoles
are made; in Chapter 2 some basic concepts of quantum field theory are introduced,
and then the two coupling models are presented; in Chapter 3 the two processes
for monopole and monopolium production are presented and in Chapter 4 how they
are inserted in pp collisions, together with a photon flux model for the proton and
comments on the magnetic monopole current experiments. In Chapter 5 the results
and conclusions are presented.

A version of this work in article form can be seen in [32] and [33].
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Chapter 1

Dirac Magnetic Monopoles

1.1 Dirac Quantization Condition

In the paper of 1931 [1], Dirac showed by simple arguments that magnetic monopoles
are allowed in quantum mechanics and also explain charge quantization. To do so,
he followed the simple logical arguments:

First, one writes a general wave function with undetermined phase in the follow-
ing way

ψ = ψ1eiβ, (1.1)

where ψ1 has definite phases for each point and β is a real number with derivatives

∇β ≡ ~κ, ∂β

∂t
≡ κ0. (1.2)

Now, if ψ satisfies the free particle wave equation

(−ih)2

2m
∇2ψ = ih

∂ψ

∂t
(1.3)

ψ1 will satisfy

(−ih∇+ h~κ)2 ψ1 =

(
ih
∂

∂t
− hκ0

)
ψ1, (1.4)

which corresponds to a displacement in the momentum ~p by ~p+h~κ and in the energy
E by E − hκ0. However, equation (1.4) is the usual wave equation for a particle
with charge −e in an electromagnetic field with potential

~A =
hc

e
~κ, A0 = −h

e
κ0, (1.5)

and one can write the electric and magnetic fields as

∇× ~κ =
e

hc
~H, ∇κ0 −

∂~κ

∂t
=
e

h
~E. (1.6)

The change in phase around a closed curve defining a surface ε in space will be∫
δε

~κ · d~r =

∫
ε

∇× ~κ · d~ε. (1.7)

Taking into account that a phase is always undetermined by a multiple of 2π, if
the change around a closed curve has to be the same for all wave functions, then
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1.2 Establishing limits for monopole production in pp collisions

equation (1.7) has to be modified. Assuming the continuity of the wave function and
taking a very small closed curve, the change in phase must be very small so that it
cannot differ from multiples of 2π for different wave functions. However, when the
wave function vanishes its phase is not relevant anymore. In a complex space the
points where the wave function vanishes define a line, which is called nodal line. If
a nodal line passes through a small closed curve, the change in phase does not need
to be small anymore, and it will be close to 2πn, with n being a integer (positive or
negative) that characterizes the curve. The difference between the change in phase
of the wave function with a nodal line passing through a small curve and the nearest
2πn must be the same for all wave functions, and (1.7) becomes

2π
∑

n+
e

hc

∫
ε

~H · d~ε, (1.8)

where the sum is over all nodal lines that pass through the curve. For a closed curve,
equation (1.8) must vanish and the sum over all the nodal lines will be proportional
to the magnetic flux. If the sum

∑
n does not vanish, then there must be some

nodal lines with end points on the surface of the closed curve, for the ones that pass
through must have a positive and a negative contribution that cancel each other.
Around one of these points, the magnetic flux will be

2πhc

e
n ≡ 4πg, (1.9)

and the end point of the nodal line represents a singularity in the electromagnetic
field, a magnetic pole with magnetic charge g. Then, the relation between the
electric and magnetic charge

ge = hc
n

2
, (1.10)

or in SI natural units (~ = c = 1)

ge = 2π
n

2
, (1.11)

explains the charge quantization. Taking n = 1, Dirac also defined the unitary
magnetic charge as function of the elementary electric charge eo

go ≈ 68, 5eo. (1.12)

1.2 Classic Scenario

1.2.1 Electric and Magnetic Charge Interaction

If one considers the magnetic monopole to be a point-like particle with magnetic
charge g in the classic framework, a simple assumption of symmetry with the electron
would give a magnetic field

B = g
r

r3
, (1.13)

where r = |r| and the monopole is at the origin of the reference frame. The respective
equation of motion of an electrically charged particle e in the position r with velocity
v will be

m
d2r

dt2
= e[v×B] =

eg

r3

[
dr

dt
× r

]
. (1.14)
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1.2 Establishing limits for monopole production in pp collisions

One of the constants of motion can be obtained with the scalar multiplication of
(1.14) by v

mv · d
2r

dt2
=
m

2

dv2

dt
= 0,

which gives the conservation of kinetic energy

T =
mv2

2
= constant. (1.15)

The second constant of motion can be obtained by making the scalar product of
(1.14) with r

mr · d
2r

dt2
= m

[
1

2

d2r2

dt2
− v2

]
= 0,

and considering the first constant (1.15)

r =
√
v2t2 + b2, (1.16)

with b the initial position of the electric particle. Equation (1.16) implies that there
is no closed orbit in the system considered, and the charged particle will be carried
from a initial point b to infinity.

1.2.2 Vector Potential

Now, to describe the interaction between a magnetic and an electric charge, it is
necessary to generalize the standard Lagrangian for a charge in an external field

L =
m

2

(
dr

dt

)2

+ e
dr

dt
·A, (1.17)

where A is the vector potential. According to (1.13), the vector potential should
satisfy

B = g
r

r3
= ∇×A, (1.18)

but this generates a contradiction when the magnetic charge is the generator of the
field

∇ ·B = 4πgδ(3)(r), (1.19)

for (1.18) requires that ∇ ·B = 0. To try to solve this problem, one could use the
radial symmetry of (1.13) and write the potential in the form [34]

A(r) = A(θ)∇φ, (1.20)

where φ and θ are the azimuthal and polar angles, respectively, in spherical coordi-
nates. Taking A(θ) = −g(1 + cos θ) with

∇φ =

(
− sinφ

r sin θ
,

cosφ

r sin θ
, 0

)
, (1.21)

the potential will be

A(r) =

(
g

1 + cos θ

r sin θ
sinφ, −g1 + cos θ

r sin θ
cosφ, 0

)
=
g

r

r× k̂

r − r · k̂
, (1.22)
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1.2 Establishing limits for monopole production in pp collisions

where k̂ = (0, 0, 1), and one can easily see that with this choice of potential equation
(1.18) is satisfied. However, in (1.22) A is singular at the line θ = 0 and a regularized
potential can be defined[35]

AR(r, ε) =
g

R

r× k̂

R− r · k̂
, (1.23)

where R =
√
r2 + ε2, and the regularized magnetic field will be

BR(r, ε) = g
r

R3
− gε2

(
k̂

R3[R− r · k̂]
+

k̂

R2[R− r · k̂]2

)
. (1.24)

Taking the limit ε2 → 0,

BR(r, ε) ∼ g
r

r3
− 2gε2k̂θ(z)

(
1

r2(x2 + y2 + ε2)
+

2

(x2 + y2 + ε2)2

)
. (1.25)

Because of the θ(z), the singular terms will be non-zero only in the z > 0 hemi-
sphere. Taking the magnetic flux of an element of surface around the z axis, the
only contribution comes from the second term in parenthesis, and the magnetic field
can be written as

BR(r) = Bg(r) + Bsing(r) = g
r

r3
− 4πgθ(z)δ(x)δ(y)k̂. (1.26)

Now,
∇ ·B = ∇ ·Bg +∇ ·Bsing = 4πgδ(3)(r)− 4πgδ(3)(r) = 0, (1.27)

and B can be defined as the curl of A. The singular term of the magnetic field
recovers the concept of the Dirac nodal line, that goes from infinity to the pole, as
depicted in Figure 1.1.

Figure 1.1: Singular and radial magnetic fields of a magnetic charge.
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1.3 Establishing limits for monopole production in pp collisions

1.2.3 Gauge Transformations

The gauge transformations for the vector potential in the usual electrodynamics can
be written in the form

A→ A′ = A +∇λ(r), (1.28)

with λ(r) an arbitrary function. The singularity in (1.22) leads to think that nodal
lines are not observable structures and consequently a change in their positions
would not modify the properties of the system. To prove this, it is necessary to first
analyze the variation in the magnetic flux after the transformation (1.28)

∆Φ =

∫
(B′ −B) · n̂S d2S =

∫
[∇×∇λ(r)] · n̂S d2S =

∮
∇λ(r) · dl. (1.29)

Choosing λ to be symmetric over the polar angle λ(r) = 2gφ = 2g arctan y/x, the
new potential is

A′(r) =
g

r

r× k̂

r − r · k̂
+

2g

r sin θ
(− sinφ î + cosφ ĵ) =

g

r

1− cos θ

sin θ
êφ, (1.30)

with î, ĵ and êφ the unitary vectors in the directions x, y and φ, respectively. The
potential is now singular at the semi infinite axis θ = π, and the variation in the
magnetic flux along the z axis, ∆Φ = 4πg, represents a nodal line that comes from
the negative infinity of the z axis to the pole. That choice of gauge results in a π
rotation of the string, which proves that the string and its field are not physical.

Other types of gauge have been studied and give interesting results, such as the
one proposed by Schwinger[36] λ(r) = gφ, that generates the potential

ASch(r) = −g
r

sin θ

cos θ
êφ. (1.31)

The Schwinger potential is singular over all the z axis, representing an infinite nodal
line that pass through the magnetic charge.

It is also worth to note that the new potential (1.22) is no longer symmetric
under parity transformations,

A(−r) = −g
r

r× k̂

r + r · k̂
6= ±A(r), (1.32)

since k̂ is fixed. However, the transformed potential (1.30)

A′(−r) =
g

r

1− cos θ

sin θ
= A′(r) (1.33)

behaves as a pseudo-vector, meaning that the existence of a magnetic pole could
affect the parity violation[37][38].

1.3 Dirac’s Theory

In his second paper about magnetic monopoles [2], Dirac properly introduced the
monopoles in the electrodynamics formulation. The usual Maxwell’s equations, in
natural units and metric (1,−1,−1,−1) can be written in the covariant form:

∂Fµν
∂xν

= 4πjµ,
∂F̃µν
∂xν

= 0 (F̃µν = εαβµνFαβ/2), (1.34)

14



1.3 Establishing limits for monopole production in pp collisions

with jµ the electric current density and Fµν the electromagnetic tensor

Fµν =


0 Ex Ey Ez
−Ex 0 −Bz By

−Ey Bz 0 −Bx

−Ez −By Bx 0

 . (1.35)

With the presence of monopoles in the theory, a magnetic current density kµ can
be added to (1.34) so that both equations are symmetric

∂Fµν
∂xν

= 4πjµ,
∂F̃µν
∂xν

= 4πkµ, (1.36)

where the currents are defined as

jµ(kµ) =
∑
e(g)

e(g)

∫
δ4(x− z)

dzµ
ds

ds, (1.37)

with zµ the position of the particle, xµ the point of observation and s the invariant
Lorentz length ds2 = ηµνdx

µdxν .
In the traditional theory, Fµν is written in terms of the electromagnetic potential

Fµν =
∂Aν
∂xµ
− ∂Aµ
∂xν

, (1.38)

but to match with (1.36), a new potential has to be introduced, such as

Fµν =
∂Aν
∂xµ
− ∂Aµ
∂xν

+ 4π
∑
g

G̃µν . (1.39)

The proposition of Dirac in [2] is that equation (1.38) must fail in one point on every
surface that contains a monopole, so that the new potential Gµν is defined in a way
to cover these points

∂Gµν/∂xν = g

∫
dzµ
ds

δ(4)(x− z) ds, (1.40)

and to recover the right equation in (1.36). All the points in which equation (1.38)
fails will form strings (in space-time) that will start in each monopole and extend
to infinite, resembling the concept of nodal lines in [1]. These lines were also called
strings and can be parameterized by

yµ(τ, σ) = zµ(τ) + ηµ(τ, σ), (1.41)

with τ and σ being a time and a spatial parameters, respectively, and yµ(τ = 0, σ) =
zµ(s) the initial condition, so that the line starts at the pole. The new potential can
then be written in terms of the string coordinates

Gµν(z, y) = g

∫ ∫ (
dyµ
dτ

dyν
dσ
− dyµ

dσ

dyν
dτ

)
δ(z − y(τ, σ)) dτdσ. (1.42)

With the field tensor established, the action functional will be given by

S = −1

4

∫
FµνF

µν d4x+

∫
Aµj(e)

µ d4x+me

∫
ds(e) +mg

∫
ds(g). (1.43)
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1.4 Establishing limits for monopole production in pp collisions

Taking the variation with respect to the potential Aµ gives the first equation of
(1.36), while the second one is given as a restriction for Gµν (1.40). The variation
of (1.43) with respect to the magnetic charge trajectories gives

mg
d2zµ
ds2

= gF̃µν
dzν

ds
, (1.44)

as expected. The variation with respect to the electric charge gives

me
d2zµ
ds2

= e

(
∂Aν
∂xµ
− ∂Aµ
∂xµ

)
x=z

dzν

ds
, (1.45)

which does not correspond to the usual equation of motion

me
d2zµ
ds2

= eFµν
dzν

ds
,

for Fµν is now modified (1.39). To solve this problem, Dirac proposed[2] the restric-

tion that no electric charge should pass through a string, z
(e)
µ (τ) 6= yµ(τ, σ). This

condition can also be derived taking the variation with respect to the string variable
nµ

∂Fµν
∂yµ

= 0, (1.46)

and using that ∂µFµν = j
(e)
µ (zµ), one has j(e)(yµ) = 0.

The theory developed by Dirac may seem simple, but is far from being self-
contained. Some fundamental topics for the development of the theory are still not
completely understood, such as

• mass and spin of the monopole (not specified in the theory);

• interaction of the monopole with its own field;

• the magnetic moment of the monopole;

• the non perturbative coupling of the monopoles.

For the last two items, effective lagrangians have been built to derive Feynman
rules and cross sections for photon fusion and Drell Yan processes, to be shown in
Chapter 2.

1.4 Dual Invariance of the Electromagnetic Field

The free Maxwell’s equations

∇ · E = 0, ∇ ·B = 0,

∇× E +
∂B

∂t
= 0, ∇×B− ∂E

∂t
= 0

(1.47)

exhibit a clear invariance under the transformations

E→ E cos θ −B sin θ

B→ E sin θ + B cos θ.
(1.48)
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1.4 Establishing limits for monopole production in pp collisions

In a compact form, the transformations can be written as

E + iB→ eiθ(E + iB). (1.49)

This symmetry is also present when writing the free equations (1.36) in the
covariant notation

∂µF
µν = 0, ∂µF̃

µν = 0, (1.50)

and the transformation now reads as

F µν →F µν cos θ − F̃ µν sin θ,

F̃ µν →F µν sin θ + F̃ µν cos θ.
(1.51)

The free Lagrangian will transform as

Lo = −1

4
FµνF

µν → Lo = −1

4
FµνF

µν cos 2θ − 1

4
FµνF̃

µν sin 2θ

= −1

2
cos 2θ(E2 −B2)− 1

2
sin 2θ(E ·B).

(1.52)

The extra term in the transformed Lagrangian

FµνF̃
µν = 2∂µ(AνF̃

µν) ≡ 2∂µD
µ (1.53)

is defined in terms of the total derivative of the dual current Dµ and does not affect
the equations of motion. The infinitesimal form of the transformation (1.52)

Lo → Lo − ∂µDµδθ (1.54)

gives the dual current conservation

∂µD
µ = 0, (1.55)

in agreement with the traditional theory.
This symmetry, also known as dual invariance, is a relevant feature of the clas-

sical electromagnetism and it is often used to argue that there is no need for the
existence of monopoles. Dirac only proved that magnetic poles are not forbidden
in quantum mechanics, but their existence is a significant argument of symmetry
and also explains the charge quantization. If one looks at the non-free Maxwell’s
equations

∇ · E = ρe, ∇ ·B = 0

∇× E +
∂B

∂t
= 0, ∇×B− ∂E

∂t
= je,

(1.56)

where je is the electric current, the addition of a magnetic charge and the respectively
transformation (1.49) give the new equations

∇ · (E + iB) = ρe + iρg, ∇× (E + iB)− i ∂
∂t

(E + iB) = je + ijg, (1.57)

where the charges are also invariant under the transformation

e+ ig → eiθ(e+ ig), (1.58)
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1.4 Establishing limits for monopole production in pp collisions

which could mean that the dual invariance does not imply that there are two different
types of charge, but only one with an effective value

q =
√
e2 + g2. (1.59)

This effective charge meets the concept of the dyon[5], a particle with both mag-
netic and electric charges whose theory has some similarities with the one proposed
by Dirac[1][2]. However, the existence of a dyon does not imply that magnetic poles
are banished, for they can be treated as dyons with no electric charge[39].
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Chapter 2

The Magnetic Monopole in Field
Theory

The quantization condition (1.11) is derived without any consideration about spin,
even though Dirac[2] expected the magnetic monopole to be a spin 1/2 particle just
like the electron. From now on the monopole will be treated as a spin 1/2 fermion
for simplicity and in agreement with the previous symmetry arguments. A review
of monopoles with spin 0 and 1 can be seen in [40] and [21].

2.1 Some Topics on QED

We will now review some of the fundamental topics of Quantum Electrodynamics
(QED), the field theory used to describe the interaction of charged particles. We
will start with the non-interacting Dirac field that describes a free particle with
spin 1/2 and then include the electromagnetic interaction, culminating in the QED
lagrangian, and from that the scattering matrices, Feynman rules and cross sections
can be derived.

2.1.1 The Dirac Field

The lagrangian that describes the field of a free particle with spin 1/2 and mass m
is given by

L = −ψ̄(γµ∂µ +m)ψ, (2.1)

where γµ are the gamma matrices (A.12). The wavefunction ψ(x) is the Dirac field,
a spinor with four components and adjoint defined by

ψ̄(x) ≡ ψ†(x)γ0. (2.2)

From the lagrangian (2.1) one can obtain the conjugate fields of ψ(x) and ψ̄(x)

πµ =
∂L

∂ψ̇µ
= −ψ†µ, π̄µ =

∂L

∂ ˙̄ψµ
= 0, (2.3)

where the indice µ represents one of the four components of ψ and the dot a time
derivative. Varying the action integral

S(Ω) =

∫
Ω

L dx4 (2.4)
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2.1 Establishing limits for monopole production in pp collisions

with respect to the field components ψµ and ψ̄µ we obtain the Dirac equation and
its adjoint form, respectively

(γµ∂µ +m)ψ(x) = 0, and (2.5)

ψ̄(x)(γµ∂µ −m) = 0. (2.6)

In order to build a complete field theory for this particle of spin 1/2, the next
step is to quantize the Dirac field ψ. Fixing p in (2.5), one can obtain independent
solutions that can be written in the form (see (A.13) for notation)

(i�p+m)u(p, σ) = 0, (−i�p+m)v(p, σ) = 0, (2.7)

where u(p, σ) represents a particle with momentum p and spin σ (±1/2) and v(p, σ)
its antiparticle with momentum −p. With the appropriate choice of normalization,
the total wave function can now be expanded in terms of these independent solutions

ψl(x) =
∑

σ=±1/2

(2π)−3/2

∫
d3p

[
ul(p, σ)a(p, σ)eip·x

+vl(p, σ)a†(p, σ)e−ip·x
]
,

(2.8)

where the indice l indicates the spinor component and a and a† are the annihila-
tion and creation operators for fermions, respectively (see (A.8) and (A.10)). The
conjugate field can also be written

πl(x) =
∑

σ=±1/2

(2π)−3/2

∫
d3p [a†(p, σ)u†l (p, σ)e−ip·x

+ a(p, σ)v†l (p, σ)eip·x].

(2.9)

The Electromagnetic Interaction

The usual procedure to describe the interaction of a relativistic electric charge with
an electromagnetic field is to make the replacement

∂µ → Dµ ≡ [∂µ − iqAµ] (2.10)

in (2.5), where q is the charge of the particle. We can now rewrite the lagrangian
(2.1) as

L = −ψ̄
[
��D +m

]
ψ. (2.11)

Now we have a lagrangian that describes free particles with charge and their
interaction with a magnetic field, but to build the full QED lagrangian one still
needs to add a term representing free photons. Looking at the lagrangian of an
electromagnetic field

L = −1

4
F µνFµν − jµAµ, (2.12)

we can see that the missing term is just

− 1

4
F µνFµν , (2.13)
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2.1 Establishing limits for monopole production in pp collisions

and the QED lagrangian can be written as

L = Lo + LI , (2.14)

where

Lo = −ψ̄(γµ∂µ +m)ψ − 1

4
F µνFµν (2.15)

represents the free fermions and photons and

LI = iqψ̄��Aψ (2.16)

is the interaction lagrangian.

2.1.2 S-matrix and the Feynman Rules

In a scattering process, the initial |i〉 and final |f〉 states of the multiple particles
involved are defined in the limit when there is no more interaction, meaning

|i〉 = |Φ(t→ −∞)〉 , and

|f〉 = |Φ(t→∞)〉 .
(2.17)

The scattering matrix, or S-matrix, relates these initial and final states and gives
the probability for a certain process i→ f to occur, and can be defined as

|f〉 = S |i〉 . (2.18)

The transition probability between these two states will be given by

|Sfi|2 ≡ | 〈f |S|i〉 |2, (2.19)

and will respect the unitarity condition∑
f

|Sfi|2 = 1. (2.20)

To construct the S-matrix, we first need to look at the time evolution of an
arbitrary state vector |Φ(t)〉:

i
d

dt
|Φ(t)〉 = HI(t) |Φ(t)〉 , (2.21)

where HI is the interaction Hamiltonian

HI(t) = eiHo(t−to)HIe
−iHo(t−to), (2.22)

with HI and Ho the interaction and free hamiltonian in the Schrödinger picture,
when there is no time dependence in the operators. Considering the initial state |i〉,
(2.21) can be written in an integral form

|Φ(t)〉 = |i〉 − i
∫ t

−∞
HI(t1) |Φ(t1)〉 dt1. (2.23)
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2.1 Establishing limits for monopole production in pp collisions

Since we only know the initial condition, when t→∞, equation (2.23) can only be
solved by iteration

|Φ(t)〉 = |i〉 − i
∫ t

−∞
HI(t1)

[
|i〉 − i

∫ t1

−∞
HI(t2) |Φ(t2)〉 dt2

]
dt1 (2.24)

and so on, until we obtain the desired accuracy. Taking the limit t → ∞, the
S-matrix can be written

S =
∞∑
n=0

(−i)n
∫ ∞
−∞

dt1

∫ t1

−∞
dt2· · ·

∫ tn

−∞
HI(t1)HI(t2) . . . HI(tn)

=
∞∑
n=0

(−i)n

n!

∫ ∞
−∞

dt1

∫ ∞
−∞

dt2· · ·
∫ ∞
−∞

dtn T{HI(t1)HI(t2) . . . HI(tn)},
(2.25)

where the term n = 0 corresponds to 〈i|i〉 = 1 and T is the time-ordered operator,
imposing that hamiltonians of later times stand to the left of hamiltonians with
earlier times.

At this point we can note how the coupling constant of the theory plays a role
in defining whether one is allowed to use perturbative methods or not. From the
unitarity condition (2.20) the S-matrix has to be finite, and this can only be achieved
in the iteration method if the contributions in the sum are small and get close to zero
as n→∞. As can be seen from (2.16), the interaction hamiltonian of QED will be
proportional to the coupling α (remember that α ∼ e2), which is much smaller than
one. From that, when n goes to infinity the infinite product of hamiltonians will
imply that the exponent attached to α also goes to infinity, so that the contribution
of these high order terms will eventually be considered as zero. If we had a coupling
bigger than one, the contributions would grow with n and the S-matrix would not
respect the unitarity condition.

Rewriting the S-matrix in terms of the hamiltonian density H , the time integrals
become integrals in all space time

S =
∞∑
n=0

(−i)n

n!

∫
· · ·
∫
d4x1d

4x2 . . . d
4xnT{HI(x1)HI(x2) . . .HI(xn)}, (2.26)

and we can then write a general element of the matrix as

〈f |S|i〉 =Sp
′
1σ
′
1n
′
1;p
′
2σ
′
2n
′
2;...,p1σ1n1;p2σ2n2;...

=
∞∑
n=0

(−i)n

n!

∫
d4x1 . . . d

4xn
[
Φ0, . . . a(p

′

2σ
′

2n
′

2)a(p
′

1σ
′

1n
′

1)

× T {HI(x1) . . .HI(xn)} a†(p1σ1n1)a†(p2σ2n2) . . .Φ†0
]
,

(2.27)

where p, σ and n represents the particles momenta, spin and specie respectively.
The prime denotes particles in the final state, Φ0 is the free particle vacuum state
and a and a† are the annihilation and creation operators (see (A.8) and (A.10)),
respectively.

From this definition, we can now start the derivation of the well-known Feynman
Rules, a very useful tool to write amplitude matrices and, consequently, cross sec-
tions and many other kinematic features in scattering processes. As we are dealing
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2.1 Establishing limits for monopole production in pp collisions

with a multiparticle state, each interaction hamiltonian can be written as[41]

HI(x) =
∑
i

giHi(x), (2.28)

where the sum is made over all species and Hi(x) can be written as a product of
fields and field adjoints of the kind

ψl(x) =
∑
σ

(2π)−3/2

∫
d3p

[
ul(p, σ, n)a(p, σ, n)eip·x

+vl(p, σ, n
c)a†(p, σ, nc)e−ip·x

]
,

(2.29)

where nc denotes an antiparticle of species n and l labels the components of ψ(x).
For example, for a free particle of spin 1/2, ul and vl are the spinors (2.7) and
ψ(x) satisfies the Dirac equation (2.5). For a particle with spin 1 and no distinct
antiparticle, like the photon, the fields can be written as

uµ(p, σ) = vµ∗(p, σ) =
eµ(p, σ)

2|p|
, (2.30)

where eµ are the polarization vectors that depend on the spin direction.
The process to obtain information from (2.27) starts with moving all the annihi-

lation operators to the extreme right (but to the left of Φ0) using the commutation
relations (A.11). By definition, all the terms with an annihilation operator to the
left of Φ0 or a creation operator adjoint to the right of Φ†0

a(p, σ, n)Φ0 = 0, Φ†0a
†(p, σ, n) = 0 (2.31)

will be zero, leaving only paired terms of both operators with delta functions for
the momenta, spin and species numbers. Each term will have a definite product
between the paired operators and the fields ψ(x) and ψ†(x), and all the possible
combinations can be handled with the commutators

[a(p′, σ′, n′), ψ†l (x)]∓ =(2π)−3/2e−ip
′·xu∗l (p

′, σ′, n′)

[a(p′, σ′, n
′c), ψl(x)]∓ =(2π)−3/2e−ip

′·xvl(p
′, σ′, n′)

[ψl(x), a†(p, σ, n)]∓ =(2π)−3/2eip·xul(p, σ, n)

[ψ†l (x), a†(p, σ, nc)]∓ =(2π)−3/2eip·xv∗l (p, σ, n)

[a(p′, σ′, n′), a†(p, σ, n)]∓ =δ(3)(p′ip)δσ′σδn′n,

(2.32)

where the minus sign is for both particles being bosons, and the plus sign for
fermions. The last possible combination is

θ(x− y)[ψ+
l (x), ψ+†

m (y)]∓ ± θ(x− y)[ψ−†m (y), ψ−l (x)]∓ ≡ −i∆lm(x, y), (2.33)

where

ψ+
l (x) ≡(2π)−3/2

∫
d3p
∑
σ

ul(p, σ, n)eip·xa(p, σ, n),

ψ−l (x) ≡(2π)−3/2

∫
d3p
∑
σ

vl(p, σ, n)e−ip·xa†(p, σ, nc)

(2.34)
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2.1 Establishing limits for monopole production in pp collisions

are the therms that destroy particles and create antiparticles in ψ, respectively, and
the theta function θ(x − y) comes from the time-ordering operator and demands
that x0 > y0.

The theory developed so far, except for the solution of the fields (2.5), (2.7) and
(2.30), is quite general and can be applied for a several variety of fields. We will now
focus on the derivation of the Feynman rules for Quantum Electrodynamics (QED),
and then in the adjustments to include the magnetic monopole.

The Electron and Photon Propagators

To start the derivation of the Feynman rules for QED, it is necessary to write the
propagators (2.33) for the electron and the photon. By substituting (2.34) in (2.33),
one gets

−i∆lm(x, y) =θ(x− y)(2π)−3

∫
d3p
∑
σ

ul(p, σ, n)u∗m(p, σ, n)eip·(x−y)

− θ(y − x)(2π)−3

∫
d3p
∑
σ

v∗m(p, σ, n)vl(p, σ, n)eip·(y−x).

(2.35)

For a particle of spin 1/2 and mass m like the electron or the monopole, the
sums are given by [41]∑

σ

ul(p, σ)u∗m(p, σ) =
[(−iγµpµ +m)iγ0]lm

2
√
p0∑

σ

vl(p, σ)v∗m(p, σ) =
[(iγµp

µ −m)iγ0]lm

2
√
p0

(2.36)

where p0 =
√

p2 +m2. The multiplication by iγ0 is usually dropped off by using ψ̄
(as in (A.14)) instead of ψ†. The electron propagator can then be written as (see
(A.13) for notation)

− i∆lm(x, y) = (2π)−3

∫
d3p

[�p+m]lm

2
√
p0

[θ(x− y)eip·(x−y) + θ(y − x)eip·(y−x)] (2.37)

To calculate the photon propagator, one can replace (2.30) in (2.8) to get

−i∆µν(x− y) =

∫
d3p

(2π)32p

∑
σ=±1

eµ(p.σ)e∗ν(p, σ)

×
[
eip·(x−y)θ(x− y) + eip·(y−x)θ(y − x)

] (2.38)

To get information from (2.38), it is necessary to study the electromagnetic potential
and its constraints. Starting with the Lagrangian density of the free electromagnetic
field (2.12), the Hamiltoninan can be written as

H = H0 + V,

where

H0 =

∫ [
1

2
Π2 +

1

2
(∇×A)2

]
d3x (2.39)
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2.1 Establishing limits for monopole production in pp collisions

is a free field term, with Π the canonical conjugate to A

Π = Ȧ (2.40)

and both submitted to the gauge constraints

∇ ·Π = ∇ ·A = 0 (2.41)

and commutation relations

[Ai(x),Πj(y)] = iδijδ
(3)(x− y) + i

∂2

∂xj∂xi

(
1

4π|x− y|

)
,

[Ai(x), Aj(y)] = [Πi(x),Πj(y)] = 0,

(2.42)

where the indices i and j run from 1 to 3. At last, the potential term is given by

V =

∫
−j ·A +

1

2
j0A0 d3x. (2.43)

To evaluate the evolution of the potentials with time, (2.43) can be written in the
interaction picture

V (t) = eiH0tV [A,Π, . . . ]t=0e−iH0t = V [a(t), π(t), . . . ], (2.44)

where the dots are for the matter fields and its conjugates. The interaction picture
fields a(t) and π(t) will respect the same constraints (2.40),(2.41) and commutation
rules (2.42) for any time t. These restrictions and the evolution of the conjugate
field

iπ̇i(x, t) = [πi(x, t), H0],

give that a(x, t) satisfies the usual wave equation

� a =

[
∂2

∂t2
−∇2

]
a = 0. (2.45)

Taking a0 = 0, the general solution for the four vector field is

aµ(x) =(2π)−3/2

∫
d3p√
2|p|

×
∑
σ

[eip·xeµ(p, σ)a(p, σ) + e−ip·xeµ∗(p, σ)a†(p, σ)],
(2.46)

with a(p, σ) and a†(p, σ) the annihilation and creation operators for bosons. The
vectors eµ(p, σ = ±1) can be chosen to be the polarization vectors (2.30) and must
satisfy the relations

p · e(p, σ) = 0, e0(p, σ) = 0 (2.47)

and normalization condition∑
σ=±1

ei(p, σ)ej∗(p, σ) = δij −
pipj
|p|2

. (2.48)
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2.1 Establishing limits for monopole production in pp collisions

The photon propagator can now be written as

− i∆µν(x− y) =

∫
d3p

(2π)32p

(
ηµν −

pµpν
|p|2

)[
eip·(x−y)θ(x− y) + eip·(y−x)θ(y − x)

]
.

(2.49)
To drop off the theta functions and write the propagators in the usual form, their

Fourier representations are used

θ(t) = − 1

2πi

∫ ∞
−∞

e−ist

s+ iε
ds, (2.50)

and the common factor in (2.37) and (2.49) can be arranged to give

∆electron
lm (x− y) = (2π)−4

∫
d4q

[−i�q +m]lm
q2 −m2 − iε

eiq·(x−y), (2.51)

∆photon
µν (x− y) = (2π)−4

∫
d4q

ηµν
q2 − iε

eiq·(x−y), (2.52)

where the new variable q is defined as q = p and q0 is chosen to give four-momentum
conservation. The second term in the parenthesis of (2.49) is dropped to make an
effective propagator[41].

Summary of the Rules and Cross Sections

The usual way to write the S-matrix and the Feynman rules is in momentum space,
where all the exponential factors in (2.32),(2.51) and (2.52) will result in delta
functions to ensure momentum conservation in each vertex after integration in the
space-time coordinates. The S-matrix in momentum space can then be written
as[42] (the indices f and ′ stand for final states and i for initial states, for a clear
notation)

Sfi =δfi + (2π)4δ(4)
(∑

p
′

f −
∑

pi

)∏
i

(
1

2V Ei

)1/2

×
∏
f

(
1

2V E
′
f

)1/2

M ,

(2.53)

where p and E are the four-momentum and energy of each initial or final particle,
the index l runs for all initial and final leptons and V is the total integrated volume
(V →∞). M is the Feynman amplitude, defined by

M =
∞∑
n=1

M (n), (2.54)

where each term M (n) represents the nth order perturbation term in the S-matrix,
and is written as the product of the corresponding Feynman rules, that after inte-
gration in momentum space can be summarized as follows:

• Vertices: label each vertex with an index µ, and for each vertex containing a
pair of lepton and antilepton with charge q and a photon, include a factor iqγµ
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2.1 Establishing limits for monopole production in pp collisions

• External lines: label each external line with the particle momentum p and
helicity or spin component index r

1. For each final lepton going out of a vertex include a factor ūr(p)

2. For each final antilepton coming into a vertex include a factor vr(p)

3. For each initial lepton coming into a vertex include a factor ur(p)

4. For each initial antilepton going out of a vertex, include a factor v̄r(p)

5. For each initial photon, coming into a vertex with label µ, include a factor
erµ

6. For each final photon, going out of a vertex with label µ, include a factor
e∗rµ

• Internal lines

1. For each internal lepton with momentum k running from a vertex with
label µ to another vertex with label ν, include a factor

i
[��k +m]µν
k2 −m2

(2.55)

2. For each internal photon with momentum k running between two vertices
with labels µ and ν, include a factor

− iηµν
k2

(2.56)

(a) Final lepton line (b) Final antilepton line (c) Initial lepton line

(d) Initial antilepton line (e) Final photon line (f) Initial photon line

Figure 2.1: External lines in a Feynman diagram

Each electron or photon line will be represented in the diagram according to
Figure 2.1. The product of all these factors will be ordered so that, reading from
right to left, they will follow the fermion lines. As we can see from the non-integrated
rules, some of the factors (2π)−4 will not cancel out after integration, and overall
the Feynman amplitude will have a factor (for graphs without loops)[42]

(2π)4(n−fi−bi−1),

where n is the number of vertices, fi and bi are the number of internal fermion and
photon lines, respectively, and the −1 corresponds for the factor (2π)4 in (2.53).

To obtain the differential cross section for a certain process, we need to multiply
the transition probability (2.18) per time by the number of possible final states, in
the limit where both the time interval and V go to infinity. For the particular case
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2.2 Establishing limits for monopole production in pp collisions

of two incident particles (1 and 2) in the center of mass frame, the differential cross
section takes the form[42]

dσ = (2π)4δ(4)
(∑

p
′

f −
∑

pi

) 1

4|p1|
√
s

(∏
f

d3p
′

f

(2π)32E
′
f

)
|M |2, (2.57)

where
√
s = E1 +E2 is the total center of mass energy of the system, in terms of the

Mandelstan variable s (see (A.6)). Now, for the case of two particles in the initial
and final states in the center of mass frame, the relations between momenta can be
used to obtain a more usable form of the cross section

dσ

dΩ
=

1

64π2s

|p′1|
|p1|
|M |2, (2.58)

where p
′
1 and p1 are the momenta of the final and initial particles, respectively. In

the next chapter we show the total cross sections for two of these processes, the
photon fusion and Drell Yan, and as example, and the derivations of these cross
sections are given in Appendix B.

2.2 Magnetic Monopole Couplings

2.2.1 Velocity Dependent Coupling

One easy way to handle the difficulty in using perturbative methods when dealing
with magnetic monopoles is to suppose a velocity dependent coupling

αm =
β2g2

4π
, (2.59)

where β is the monopole velocity. This way, the moving magnetic monopole is
treated as an electric charge, in analogy with the fact that a moving electric charge
behaves as a source of magnetic field. With this coupling, the field Lagrangian for
monopole interaction with photons is written as

Lβ = −1

4
FµνF

µν + ψ̄(i��D −m)ψ, (2.60)

where

��D = γµ[∂µ − igβAµ]. (2.61)

The Lagrangian (2.60) is just the QED lagrangian for a particle with mass m and
electric charge gβ, with γµ the gamma matrices (A.12) and ψ(x) the solution of Dirac
equation (2.5). However, due to the large value of g, the perturbation methods of
the previous section can only be used in the limit

β � 1. (2.62)

Even in this limit the simulations obtained using the Feynman rules are only in-
dicative, but useful to obtain estimated predictions until there is no formal theory
describing magnetic monopole interactions.
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2.2 Establishing limits for monopole production in pp collisions

2.2.2 Magnetic Moment for the Monopole

The magnetic moment of an electron with spin vector S is given by

µe = −ge
e

2m
S, (2.63)

where
ge = 2

(
1 +

α

2π

)
≈ 2.002

is the electron gyromagnetic ratio[42]. The electron magnetic moment does not
appear directly on the tree-level (first order) QED Lagrangian, but it is generated
through the scattering of the electron by a magnetic field and contributes only in
higher order graphs, as in Fig. 2.2 . Because of its low value, the electron magnetic
moment is only relevant when considering high order diagrams that contain radiative
corrections.

Figure 2.2: Finite contributions of radiative corrections in an electron scattering by
an external magnetic field[42]

Figure 2.3: Monopole-photon interaction vertex.

An alternative to the simple velocity-dependent coupling is to consider a mag-
netic moment term added in the lagrangian (2.60). As the monopole itself generates
a magnetic field, it would not be necessary an electromagnetic scattering to generate
magnetic moment. Also, due to the large value of g, the monopole can be expected
to have a great magnetic moment, and it would be relevant already in a tree-level
diagram. The new Lagrangian can be written as[21]

Lκβ = Lβ −
i

4
gβκFµνψ̄[γµ, γν ]ψ, (2.64)
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2.2 Establishing limits for monopole production in pp collisions

with κ composing the magnetic moment of the monopole

µm =
gβ

2m
2(1 + 2κ̃)Ŝ, (2.65)

where κ̃ = κm and Ŝ = 1/2. Now the photon-monopole coupling will be propor-
tional to

∝ −igβ(γµ) +
κ

2
qµ[γµ, γν ], (2.66)

where qµ is the photon momentum (see Fig. 2.3). Considering the magnetic mo-
ment couplings and that the monopole magnetic momentum is given by (2.65), a
perturbatively small coupling will require that[21]

(gβ)(κmβ) = gκ̃β2 < 1, (2.67)

which can be achieved with the limits

κ̃� 1 and β � 1. (2.68)
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Chapter 3

Monopole Production

3.1 Photon Fusion

3.1.1 Elementary Photon Fusion Processes

The γγ (two photon) fusion processes has been useful for studying the production of
charged leptons, the Higgs boson[23][24] and particles beyond the Standard Model,
like supersymmetry charged scalar particles[25]. A general process of photon fusion
is depicted in Figure 3.1, where two initial charged particles (electrons, quarks,
protons...) emit one photon each, and the two photons interact to produce new
particles. For electrons or quarks this is a typical scattering process, while protons
or other hadrons can disintegrate to form a distinct final state. The blob in Figure
3.1 represents the interactions between the photons to form the final particles. For
a spin 1/2 lepton pair production (lepton + antilepton), the interaction can occur
in two ways, via t-channel or u-channel, as shown in Figure 3.2.

Figure 3.1: General process of photon fusion.

The cross section for lepton pair production is obtained using the Feynman rules
and the cross section formalism described in Chapter 2, and is given by

σ̂γγ→l+l−(ŝ) =
4πα2

l β

ŝ

[
3− β4

2β
ln

1 + β

1− β
− (2− β2)

]
, (3.1)

where αl is the coupling of the lepton with the photon, which for electrons or other
electrically charged particles is simply the electromagnetic coupling α, and

β =
√

1− 4m2/ŝ (3.2)
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3.1 Establishing limits for monopole production in pp collisions

(a) t-channel. (b) u-channel.

Figure 3.2: Lepton pair production by photon fusion

is the lepton velocity (c = 1), with m its mass and
√
ŝ the center of mass energy of

the interaction. The hat over the variables s and σ indicates that they correspond to
a subprocess to be considered in a more general collision, e.g. between protons and
nuclei, so that the total cross section will depend on them. A detailed derivation of
(3.1) is given in Appendix B.

3.1.2 Monopole Pair Production

Considering that monopoles couple to photons with the velocity dependent coupling
gβ, the cross sections for monopole production can be derived by the replacement

α =
e2

4π
→ αm =

g2β2

4π
. (3.3)

in equation (3.1). Using the Dirac quantization condition (1.11), the magnetic cou-
pling can also be written in the form

αm =
n2β2

4α
. (3.4)

Making the replacement, the cross section for monopole pair production by pho-
ton fusion becomes

σ̂γγ→mm̄(ŝ) =
4πα2

mβ

ŝ

[
3− β4

2β
ln

1 + β

1− β
− (2− β2)

]
=
πn4β5

4α2ŝ

[
3− β4

2β
ln

1 + β

1− β
− (2− β2)

]
.

(3.5)

The integer n will give the magnetic charge of the monopole in terms of the unitary
charge in equation (1.12). In this work we choose to work only with the unitary
charge, as it gives the lower cross sections and thus can generate more reliable limits
on the monopole production. In the lower limits given by MoEDAL[18], considering
both Drell Yan and photon fusion for the coupling gβ, the limits increase with n
due to the larger cross sections. In ATLAS[28], only the Drell Yan production is
considered for the coupling g, and for this case the limits decrease with n, as we
shall see in Sec. 3.2 that larger values of n give higher cross sections, although they
are still small compared to photon fusion.

If the monopole-photon coupling depends on the monopole velocity and magnetic
moment, a new cross section has to be formulated. The QED vertex factor iqγµ will
now be (2.66) for both u and t channels, and the Feynman amplitudes will have
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3.1 Establishing limits for monopole production in pp collisions

extra terms to incorporate the κ dependence. In [21] the cross section is derived
using MadGraph algorithms[43] and is given by (n = 1 in (1.11))

σ̂γγ→mm̄(ŝ, κ) =
πα2

m(β)

3ŝ

{
ln

(
1− β
1 + β

)[
β2κ2ŝ(3β2κ2ŝ− 6κ2ŝ+ 6) + 6β4

−(36β2 − 72β)κ
√

(1− β2)ŝ− 9κ4ŝ2 − 60κ2ŝ− 18
]

− βκ2ŝ(7β2κ2ŝ2 + 15κ2ŝ+ 132) + 12β3 − 24β − 36κ
√

(1− β2)ŝ

}
(3.6)

For the case κ = 0, it recovers (3.5). The main objective of introducing the magnetic
moment is to be able to use perturbative methods in more limiting cases rather than
only β � 1. For the theory without κ, this limit will take the cross sections and
also the probability of observation to zero. In the limit (2.68), the cross section (3.6)
becomes

lim
κ→∞
β→0

σ̂γγ→mm̄(ŝ, κ) = −5πα2
m(β)κ4ŝ ∼ (κ̃gβ)4β

16πm4
, (3.7)

which is finite and goes to zero slower than β2.
In Figure 3.3 we show the different cross sections for each model. As mentioned

before, the velocity dependent coupling gives the lowest cross section, and for smaller
values of β the difference between the models αm ∝ g2β2 and αm ∝ g2 tends to get
more significant. For the κ model, which also has a dependence in β, the order of
magnitude of the cross sections heavily depend on the value of the parameter κ̃, and
for κ̃ > 11 it already gives higher cross sections than the αm ∝ g2 model.
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Figure 3.3: Comparison between the cross sections for the magnetic couplings g,
gβ and the magnetic moment dependent with different values for the parameter
κ̃ = κm, as function of the monopole mass m with β = 0.5 for an intermediary
analysis.

3.1.3 Monopolium Production

The monopolium is a hypothetical bound state between a monopole and a anti-
monopole, first proposed in [12] as a possible relic of magnetic monopoles pro-
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3.1 Establishing limits for monopole production in pp collisions

duced in the early universe. Because of the great magnetic coupling, a monopole-
antimonopole pair will probably annihilate into a pair of photons [16][44] or form
a monopolium, which can have a small mass and more stability. For a spin 1/2
monopole, the monopolium can assume two spin values, 0 and 1, but in this work
we choose to work with the spin 0 monopolium in order to consider the simplest
and lowest energy case.

The monopolium is characterized by a binding energy Ebinding and its mass M ,
both related to the monopole mass m by the expression

M = 2m+ Ebinding. (3.8)

For the spin 0 monopolium, the elementary subprocess for photon fusion is depicted
in Figure 3.4, where V (r) is the interaction potential that bounds the monopole
pair.

Considering the monopolium to be an unstable intermediate state with a small
decay rate, its production cross section will exhibit a peak at the monopolium mass,
known as resonance. The general resonance cross section, derived in Appendix B,
is given by

σ̂(E) =
4π

E2

M2Γ(E)Γ

(E2 −M2)2 +M2Γ2
, (3.9)

with E =
√
ŝ, Γ the total decay width of the monopolium and Γ(E) the decay width

into the initial state.

(a) Feynman graph
(b) Diagrammatic representation of the
bound state

Figure 3.4: Elementary subprocess of monopolium production by photon fusion.

For the monopolium production by photon fusion, as depicted in Figure 3.4, we
can write the decay width (B.33) as [16]

Γγγ→M(E) =
32πα2

g(β)

M2
|ψM(0)|2, (3.10)

where the dependence in β comes from the interaction between the photons and
monopoles, as in Figure 3.4b.

To write the monopolium wave function ψM , the interaction potential in the
pair has to be known. Because of the great coupling between the monopole and
its antiparticle, it is possible to argue that both have some spatial extension[45], so
that the interaction is non-singular when their separation (r) goes to zero. This can
be described with the potential[46]

V (r) = −g2

(
1− e−µr

r

)
, (3.11)
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where µ = 2m/g2 is the cut-off parameter that describes the interaction when r → 0,

lim
r→0

V (r) ≈ −g2µ = −2m, (3.12)

which is the minimum energy for the system. When the separation is big enough,
the potential has the usual behavior

lim
r→∞

V (r) = −g
2

r
. (3.13)

The binding energy is obtained by solving the Schrödinger equation with (3.11),
and it is given by (with n = 1 in (1.11))

Ebind = −
(

1

8α

)2
m

N2
, (3.14)

where N is the principal quantum number, so that the monopolium mass is

M = 2m−
(

1

8α

)2
m

N2
. (3.15)

Because M has to be always positive, N will have a minimum value depending on
the monopole mass m. Considering the monopolium to be in its ground state, with
null spin and angular momentum, the wave function will be

|ψN,0,0(0)| = 1

4

( m

2αN

)3/2

, (3.16)

and we can replace the relation between M and N (3.15) to get

|ψM(0)|2 = 4

(
2− M

m

)3/2

m3. (3.17)

The production rate can then be written as

Γ(E) =
2β4

M2α2

(
2− M

m

)3/2

m3. (3.18)

Defining R = 2m/M , Γ̄ = Γ/M and ε =
√
ŝ/M , the cross section can finally be

written [47]

σ̂γγ→M(ŝ) =
2
√

2[R(R− 1)]3/2

α2ε6M2

Γ̄(ε2 − 1)2

(ε2 − 1)2 + Γ̄2
. (3.19)

An illustration of the behavior of the resonance cross section (3.19) is displayed in
Figure 3.5. The peak occurs right after the monopolium mass M = 1 TeV, and the
function rapidly decays with the increase of ε.

3.2 Drell Yan

3.2.1 Elementary Drell Yan Processes

The Drell Yan process[26] is characterized by the annihilation of a quark and its
antiquark to form final particles. Like photon fusion, Drell Yan has been studied
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Figure 3.5: Cross section for the monopolium production as function of ε, with
M = 1 TeV and m = 3 TeV.

Figure 3.6: Lepton pair production by Drell Yan.

for the production of many charged fermions in supersymmetry models and also
the Higgs boson[27]. Figure 3.6 shows the production of a pair mm̄ of spin 1/2
leptons, which can occur in any collision involving hadrons. In the specific case of
a proton-antiproton collision, the Drell Yan cross sections are greatly enhanced due
to the presence of valence antiquarks.

In leading order (tree-level) the subprocess qq̄ → ll̄ can be studied considering
only electromagnetic interactions, and the cross section can be derived from the
Feynman graph in Fig. 3.6

σ̂qq̄→ll̄(ŝ) =
πη2

qααl

9ŝ

βl
βq

[
9− 3(β2

l + β2
q ) + β2

l β
2
q

]
, (3.20)

with ηq the fraction of the electric charge carried by the quark q, βl and βq the
boosts of the leptons and quarks, respectively. The coupling αl corresponds to the
coupling of the lepton with the photon, and is written in this format so that it will
be easier to generalize for monopoles. The derivation of this cross section is shown
in Appendix B.

3.2.2 Monopole Pair Production

The cross section for monopole production is obtained in the same way as for lepton
production, with the monopole charge gβ replacing the electric charge. However,
the monopole mass is expected to be bigger than all quark masses so they can
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3.2 Establishing limits for monopole production in pp collisions

be neglected, meaning that βq → 1 in (3.20)[21]. Using the Dirac’s quantization
condition we can write the monopole coupling αm in terms of α as in (3.4), and the
cross section will become, for each quark flavor,

σ̂qq̄→mm̄(ŝ) =
2πη2

qβ
3

9ŝ

(
3− β2

)
, (3.21)

where β ≡ βl is the monopole boost.
To include the κ dependence, new Feynman amplitudes have to be derived, and

the cross section can again be derived by using computational methods as in[21].
The cross section for each quark flavor will be given by

σ̂qq̄→mm̄(ŝ, κ) =
2πη2

qβ
3

9ŝ

[
3− β2 − (2β2 − 3)κ2ŝ+ 6κ

√
ŝ− β2ŝ

]
, (3.22)

where again it is used that βq → 1.
The comparison between the models in shown in Figure 3.7. Again the gβ model

gives the lowest cross section, but now it is closer to the g curve than in the photon
fusion case. The κ model gives higher cross sections than the non-effective model
for the three values of κ̃ considered, and the order of magnitude of the cross section
is nearly the same for all of them.
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Figure 3.7: Comparison between the cross sections for the magnetic couplings g,
gβ and the magnetic moment dependent with different values for the parameter
κ̃ = κm, as function of the monopole mass m with β = 0.5 for an intermediary
analysis.

Instead of enhanced, the DY cross section for monopole pair production is sup-
pressed compared to the γγ process. This can be seen in a simple way by comparing
the ratio of electromagnetic couplings in lepton production cross sections for γγ
relative do DY

rl =
γγcouplings

DYcouplings

=
η̄4e4α2

η̄2α2
= (4πη̄)2α2, (3.23)

where η̄ is the average fraction of the electric charge carried by quarks, and the term
η̄4e4 in the γγ cross sections is due to the inelastic contribution (see eqs. (4.7) and
(4.20)). For the monopole production, the ratio will be

rm =
η̄4e4α2

m

η̄2ααm
= (4πη̄)2ααm (3.24)
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The ratio of the ratios gives

rm
rl

=
αm
α

=
β2

α2
, (3.25)

which can be very large if β is not too small. For lepton production, it was found[27]
that, for a lepton mass ml = 100 GeV and LHC energies, the γγ cross section is
nearly 102 below the Drell-Yan cross section. With β = 1, this implies that the γγ
will dominate the DY cross section by a factor of ∼ 50 for monopole production.
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Chapter 4

pp Collisions

4.1 Photon Flux

4.1.1 The Weizsäcker-Williams Method

The Weizsäcker-Williams method[48] consists in treating a charged particle in move-
ment as a flux of virtual photons, that then will interact with a target in a photo-
production process. The method can be understood by figuring out the following
scenario: in two inertial frames, S and S ′, with relative velocity in the x1 direction,
the Lorentz transformations for the electromagnetic fields will be[49]

E1 = E
′

1 B1 = B
′

1

E2 = γ(E
′

2 + βB
′

3) B2 = γ(B
′

2 − βE
′

3)

E3 = γ(E
′

3 − βB
′

2) B3 = γ(B
′

3 + βE
′

2),

(4.1)

where γ = 1√
1−β2

and β equals the relative velocity between the frames. If a particle

with charge q is moving with constant velocity v in the x1 direction in S, an observer
at the point P in the coordinates r′ = (−vt′, h, 0) (see Fig. 4.1) in S ′ will sense the
electric and magnetic fields

E
′

1 = −qvt
′

r′3
, B

′

1 = 0

E
′

2 =
qh

r′3
, B

′

2 = 0

E
′

3 = 0, and B
′

3 = 0.

(4.2)

For the same observer, the relation between the time in the two frames will be

t′ = γ (t− βx1) = γt, (4.3)

and the electric field in terms of S coordinates can be written

E
′

1 = − qh

(h2 + γ2v2t2)3/2
,

E
′

2 = − qh

(h2 + γ2v2t2)3/2
,

E
′

3 = 0.

(4.4)
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Figure 4.1: Charged particle at the origin of the frame S ′ moving with velocity v
relatively to the frame S.

Replacing (4.4) into (4.2) and (4.1), one has the nonzero electromagnetic field
components for an observer at the point P in S frame:

E1 = − qγvt

(h2 + γ2v2t2)3/2
,

E2 =
γqh

(h2 + γ2v2t2)3/2
,

B3 = βE2.

(4.5)

In the ultrarelativistic limit (β ∼ 1), the intensities of the magnetic field in
the x3 axis will be the same as the electric field in the x2 axis. This symmetry
provides a justification for the method, as the observer in S system will not be able
to distinguish if the electromagnetic field is due to a charged particle in movement
or to a simple radiation pulse. With this treatment, the cross section for photon
production can be factorized to a density of photons fγ times the photon-target
cross section

σ =

∫
fγ(ω)σ̂γ(ω) dω, (4.6)

where ω is the photon energy. The aim is now resumed to obtain the necessary
photon fluxes for the interactions in study.

4.1.2 The equivalent photon flux

The photoproduction in proton collisions can occur in three different ways: elastic,
semielastic and inelastic. For each one, different photon fluxes will be used, as shown
below

Inelastic photon flux

In the inelastic or semielastic collisions, both or one of the protons, respectively,
disintegrate to form an unknown final state. An approximation to calculate the
inelastic part of the cross sections is to use the parton model, that considers the
proton as a sea of quarks, antiquarks and gluons that will freely interact with the
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4.1 Establishing limits for monopole production in pp collisions

target. This configuration is only possible when one has ultrarelativistic protons
with high momentum transfer, like in the LHC, and the strong coupling αs is close
to zero[50].

When dealing with photoproduction in inelastic interactions, the flux of photons
will come from the relativistic charged quarks. In the limit where strong interactions
can be neglected, the photon flux of a quark will be approximately equal to the flux
of a relativistic electron[27]

fγ/q(x) =
η2
qe

2α

2π

[1 + (1− x)2]

x
ln

(
Q2

1

Q2
2

)
, (4.7)

where x is the fraction of the quark (electron) energy carried by the photon. Q2 =
−q2 is proportional to the photon momentum q, and Q1 and Q2 are its maximum
and minimum values. Since we choose the scale Q2 = ŝ/4 for the structure function
of the proton (see next section) the maximum value will be Q2

1 = ŝ/4 −m2, where
m is the mass of the produced particles (after interaction), and the minimum value
is set to 1 GeV2, in order for the free-parton configuration be applied.

The expression (4.7) used in [27] can be seen as an approximation of the expres-
sion for the flux of photons of a scattered electron given in [51]

xfγ/e(x) =
α

π

(
1− x+

x2

2

)
ln
Q2

1

Q2
2

−
(

1− x

2

)2
(
x2ŝ+Q2

1

x2ŝ+Q2
2

)
− m2

ex
2

Q2
2

(
1− Q2

2

Q2
1

)
.

(4.8)
The approximation is valid in the high energy limit, where the first term∝ ln(Q2

1/Q
2
2)

will dominate over the last two terms.

Elastic photon flux

In elastic and semielastic collisions, both or one of the protons remains intact after
the interaction, respectively. Since the proton does not disintegrate into a sea of
quarks and gluons, the emitted photons will depend on the proton structure. This
elastic photon flux can be obtained by considering the example of an ep scattering
ep → Xp, as done in [52]. For this process, the amplitude matrix will have the
format

|M̄ |2 =
1

q4
Hµν(p, q)Tµν(pe, q; pX), (4.9)

with Tµν containing all the information about the subprocess eγ → X, with pe and
q the electron and photon momenta, respectively, and Hµν the hadronic tensor for
a proton with initial momentum p

Hµν(p, q) = 2e2

[
G2
E −

q2

4m2G
2
M

1− q2

4m2

(2p− q)µ(2p− q)ν +G2
M(q2ηµν − qµqν)

]
. (4.10)

The functions GE(q2) and GM(q2) are usually called electric and magnetic form
factors, respectively, and are written in terms of the proton structure functions
F1(q2) and F2(q2) that depend on the quark distribution inside the proton[54]. They
can be written as

GE(q2) = F1(q2) +
q2

4m2
F2(q2) and GM(q2) = F1(q2) + F2(q2), (4.11)
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and are well parameterized by the dipole form factor that gives

GE(q2) =
1(

1− q2

0.71 GeV2

)2 and GM(q2) = 2.79GE(q2). (4.12)

To obtain the elastic photon flux, it is necessary to write the cross section in
the form of the Weizsäcker-Williams approximation(4.6) in the high energy limit
(ŝ� m2

p). All the information about the final state X will be contained in the cross
section, and the flux will be given by[52]

f elγ/p(z) =
αz

2π

∫ t2

t1

2

[
1

z

(
1

z
− 1

)
−
m2
p

Q2

]
G2
E + Q2

4m2
p
G2
M

1 + Q2

4m2
p

+G2
M

 dQ2

Q2
, (4.13)

where z = ŝ/s is the fraction of energy carried by the photon and Q2 = −q2 is the
usual momentum transfer scale. The integration limits are obtained to constrain
the interaction in the elastic regime and are given by

t1 =
(zmp)

2

1− z
and t2 = s(1− z). (4.14)

An analytic approximation for (4.13) is presented in [53]

f elγ/p(z) =
α

2mz
[1 + (1− z)2]

[
lnA− 11

6
+

3

A
− 3

2A2
+

1

3A3

]
, (4.15)

where

A = 1 +
0, 71(GeV )2

Q2
o

, (4.16)

and

Q2
o = −2m2

p +
1

2s

×
[
(s+m2

p)(s− zs+m2
p)− (s−m2

p)
√

(s− zs−m2
p)

2 − 4m2
pzs
]
.

(4.17)

A comparison between the two expressions is shown in Figure 4.2. The peak of R
indicates an utmost difference of one order of magnitude, which is acceptable in the
simulations performed in this work. Hence, we choose to work with the analytical
form for computational purposes.

4.2 pp Collisions

The collision of two ultrarelativistic protons can generate several processes involving
photons, quarks and gluons and has a cleaner sign than a collision between a proton
and a nucleus or two nucleus. Proton beams at LHC are also more energetic than
nuclei beams and can produce heavier particles up to a few TeV, which is the
expected mass range of the monopole. A study of monopole production in nucleus
collisions can be seen in [55], and as noted there, despite the enhancement of Z2

due to the nucleus, the cross sections are already small (∼ 10−10 fb) for monopole
masses in the range 400 to 1000 GeV, so this work will be focused solely on proton
collisions.
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Figure 4.2: Comparison between the integral and analytical approximation of the
elastic photon flux for

√
s = 14 TeV.

According to the formalism of [27], the cross sections for pp collisions can be writ-
ten in the factorized form, with the cross section for the subprocess of interest and
the required photon fluxes and quark distributions. The form of the collisions can be
divided in four types (M represents the production of a pair mm̄ or a monopolium):

1. Elastic: p+ p→ p+ p+ 2γ → p+ p+M,

The factorized cross section will be

σelpp =

∫ 1

4m2/s

dz1

∫ 1

4m2/sz1

dz2f
el
γ/p(z1)f elγ/p(z2)σ̂γγ(ŝ = z1z2s), (4.18)

with zi the fraction of the proton energy carried by the photon 1 or 2, and
f elγ/p the elastic photon flux of the proton, given by (4.15).

2. Semielastic: p+ p→ p+X + 2γ → p+X +M,

with X representing an unknown state. The cross section will be

σsemipp (s) = 2
∑
q

∫ 1

4m2/s

dx1

∫ 1

4m2/sx1

dz1

∫ 1

4m2/sx1z1

dz2

× fq/p(x1, Q
2)fγ/q(z1)f elγ/p(z2)σ̂γγ(ŝ = x1z1z2s),

(4.19)

with fγ/q the equivalent photon spectrum of a quark with charge eq, given by
(4.7). For the structure function fq/p, it was used the Cteq6-1L parametriza-
tion [56], with scale Q2 = ŝ/4.

3. Inelastic: p+ p→ X +X + 2γ → X +X +M

The cross section will be

σinelpp (s) =
∑
q,q′

∫ 1

4m2/s

dx1

∫ 1

4m2/sx1

dx2

∫ 1

4m2/sx1x2

dz1

∫ 1

4m2/sx1x2z2

dz2

× fq/p(x1, Q
2)fq′/p(x2, Q

2)fγ/q(z1)fγ/q′(z2)σ̂γγ(ŝ = x1x2z1z2s),

(4.20)
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4.3 Establishing limits for monopole production in pp collisions

4. Drell Yan: p+ p→ X +X + q + q̄ → X +X +M

The cross section is

σDYpp (s) =
∑
q

∫ 1

4m2/s

dx1

∫ 1

4m2/x1s

dx2 fq/p(x1)fq̄/p(x2)σ̂qq̄(ŝ = x1x2), (4.21)

with fq/p given by the Cteq6-1L parametrization [56], again with scale Q2 =
ŝ/4.

Energy Distribution

The energy distribution of a certain process gives the energy range where it has a
higher probability to occur, and is relevant for phenomenological analysis. For the
processes considered here, the distribution will be taken about the center of mass
energy of the subprocess (photon fusion or Drell Yan) Eγ =

√
ŝ, which can be related

to the velocity β by the expression

Eγ =
Mtot√
1− β2

, (4.22)

where Mtot is M or 2m for monopolium or monopole pair production, respectively.
To obtain an energy distribution, it is suitable to perform the change of variables

as follows:
v = z1z2, w = z2

for elastic collisions,
v = z1z2x1, w = z2x1, u = x1

for semielastic collisions and

v = z1z2x1x2, w = z2x1x2, u = x1x2, t = x2

for inelastic collisions.
Fixing the new variable v is equivalent to keep the center of mass energy of the

subprocess Eγ =
√
ŝ =
√
vs constant. With the new variables, the integrals (4.18),

(4.19) and (4.20) become, respectively,

σelpp(s) =

∫ 1

4m2/s

dv

∫ 1

v

dw

w
f elγ/p(v/w)f elγ/p(w)σ̂γγ(vs), (4.23)

σsemipp (s) =2
∑
q

∫ 1

4m2/s

dv

∫ 1

v

dw

w

∫ 1

w

du

u

× fq/p(u,Q2)fγ/q(v/w)f elγ/p(w/u)σ̂γγ(vs),

(4.24)

σinelpp (s) =
∑
q,q′

∫ 1

4m2/s

dv

∫ 1

v

dw

w

∫ 1

w

du

u

∫ 1

u

dt

t

× fq/p(u/t,Q2)fq′/p(t, Q
2)fγ/q(v/w)fγ/q′(w/u)σ̂γγ(vs).

(4.25)

The distributions will be then

dσelpp
dEγ

(Eγ, s) =
2Eγ
s
σ̂γγ(ŝ)

∫ 1

ŝ/s

dw

w
f elγ/p

(
ŝ

ws

)
f elγ/p(w), (4.26)

with the elastic and semielastic of similar form.
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4.3 Establishing limits for monopole production in pp collisions

4.3 Experimental Search for Magnetic Monopoles

The MoEDAL experiment

The MoEDAL experiment is dedicated to the search of magnetic monopoles among
possible others highly ionizing particles produced in the LHC that could indicate
some new physics[18]. Highly ionizing particles (HIPs) are characterized by their
large electric charge that results in high ionization and stopping power in detectors.
The experiment consists in a Magnetic Monopole Trapper (MMT) composed by
aluminum trapping detector samples distributed in the forward and lateral regions
at the LHCb interaction point. In the last data acquisition[19], the samples were
exposed to 4 fb−1 of 13 TeV pp collisions and then scanned with a magnetometer
whose response is given in terms of the unitary magnetic charge (1.12). On this set,
the presence of a magnetic charge is measured as a persistent current when submitted
to a superconducting coil in the magnetometer. From the obtained samples they
were able to exclude the presence of magnetic monopoles with charge |g| > go with
a threshold of 0.4go.

The last results of MoEDAL[19] were the first experimental work to consider
the monopole production by photon fusion in addition to the production by Drell
Yan, as well as monopoles with spin 0, 1/2 and 1 and magnetic charges up to 5go
including the β dependence. Since no particle was detected, they obtained inferior
mass limits for each model of magnetic monopole. The limits of interest for this work
are presented in Table 4.1 together with the previous results of the experiment.

Process/Coupling 2019 2018 2017

DY 1320 1110 890
DY (β dep.) 670 850 -

DY + γγ 2420 - -
DY + γγ (β dep.) 1760 - -

Table 4.1: Mass limits (in GeV) obtained by MoEDAL [19],[57],[58] for a spin 1/2
monopole with g = go at 13 TeV pp collisions.

The ATLAS detector

The search for HIPs, including the magnetic monopole, is also one of the current
purposes of the ATLAS detector[28]. The section of the detector dedicated to this
search consists of a transition radiation tracker (TRT) composed by straws filled
with Xenon (Xe) or Argon (Ar) gas oriented parallel and radially to the beam line,
a superconducting solenoid surrounding the TRT and an electromagnetic calorimeter
outside the solenoid. The tracking of a HIP starts with an energy deposit greater
than 6 keV in Xe or 2 keV in Ar straws. The particles then produce a region of high
ionization still in the TRT, leaving a trail of δ radiation (high energetic electrons),
and usually stop or slow down in the calorimeter due to their high mass.

The last results of ATLAS[20] contained data from 34.4 fb−1 in 13 TeV pp col-
lision, and no candidate for magnetic monopoles with charge up to 2go was found.
The lower mass limits were then obtained for monopoles with spin 0 and 1/2 and
charges go and 2go (without β dependence) produced via the Drell Yan mechanism.

45



4.3 Establishing limits for monopole production in pp collisions

For the monopole considered in this work, the limit was found to be m < 2370 GeV,
which complements the results obtained by the MoEDAL.

Future Accelerators

Taking these high limits into account, it is very probable that the search for magnetic
monopoles will continue in future accelerators with higher collision energies and
luminosities. For this reason our simulations are extended to the HE-LHC[30] and
FCC[31] colliders, expected to begin their operations after 2035, and to the high
luminosity LHC (HL-LHC)[29], which will begin its operations in 2027 with the
same energies of the LHC and a higher luminosity.

The main parameters of the pp colliders considered in the calculations are pre-
sented in Table 4.2. The luminosity per year refers to the total luminosity of allo-
cated physics time in a year, which corresponds to 160 days for all accelerators.

Parameters LHC HL-LHC HE-LHC FCC

Beam Energy 14 14 27 100
Peak Luminosity 1 5 16 5-30

Luminosity per year 55 350 500 250-1000

Table 4.2: Main parameters of the LHC, HE-LHC and FCC colliders[30][59]. The
beam energy is given in TeV, the peak luminosity in 10−5 fb−1/s, and the luminosity
per year in fb−1.
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Chapter 5

Results and Conclusions

Monopole production

The cross sections for the monopole pair production with κ̃ = 0, at center of mass
energy

√
s = 14 TeV and at future accelerators are presented in Fig. 5.1 and Fig.

5.2. The results corroborate with those in [15], [16] and [21], meaning that the two-
photon process has higher cross sections and it is a good candidate for simulations
in LHC and new accelerators. For m & 5500 GeV the Drell Yan cross section
overcomes the photon fusion, and this phenomenon also occurs in the HE-LHC and
FCC calculations for m & 10 TeV and m & 40 TeV, respectively, as shown in Fig.
5.2. However, when considering the luminosities in Table 4.2, the cross sections for
these masses are not relevant in any of the accelerators.
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Figure 5.1: Monopole pair production via photon fusion and Drell Yan in pp colli-
sions at

√
s = 14 TeV with κ̃ = 0.

In Table 5.1, the expected number of events per year for monopole production
considering both Drell Yan and photon fusion are displayed. It can be seen that even
for the LHC successor, the HL-LHC, monopoles with m ≥ 3 TeV would probably not
produce enough data to be confirmed. With the HE-LHC and FCC, monopoles with
masses m . 5 TeV and m . 18 TeV, respectively, would have a higher probability
to be detected.

The total cross sections for pair production considering both photon fusion and
Drell Yan are compared in Fig. 5.3 for different values of the magnetic moment
parameter κ̃, again for

√
s = 14 TeV. The results in [21] point out that the cross

sections (3.6) and (3.22) for the subprocesses and the total cross sections increase
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Figure 5.2: Monopole pair production via photon fusion and Drell Yan in pp colli-
sions with κ̃ = 0.

Mass (TeV) LHC HL-LHC HE-LHC FCC

3 < 10 < 40 < 3 · 104 < 2 · 107

5 < 2 · 10−5 < 8 · 10−5 < 150 < 2 · 106

9 0 0 < 4 · 10−4 < 3 · 104

20 0 0 0 < 10
30 0 0 0 < 2 · 10−3

Table 5.1: Number of events of monopole production (Drell Yan + photon fusion)
per year, for different monopole masses.

with the parameter κ, and the same behavior is achieved for the entire mass range.
The cross section for κ̃ = 3 is up to 102 times higher than the one for κ̃ = 0
only in photon fusion and around 10 times higher in Drell Yan. It can then be
concluded that the addition of the magnetic moment parameter, besides providing
more applicability to the perturbation methods, can also increase the monopole
detection chances.

The results of energy distribution for monopole production are presented in Fig.
5.4 and Fig. 5.5. and follow the same behavior of the cross sections, with higher
values for photon fusion compared to Drell Yan and for higher values of κ̃. The
κ̃ = 3 distribution for photon fusion is 103 times higher than the one for κ̃ = 0.

Monopolium Production

The results for Monopolium production are in Fig. 5.6 and Fig. 5.7, and it can be
seen that the cross section decreases with a lower rate when the monopolium mass is
raised, compared to the monopole pair production. The production is also increased
for higher values of monopole mass in the entire range, supporting the results in
[16], [47] and [55].

Considering a minimum of 1 event per year, for the monopolium production the
limits of detection in LHC are M . 5 TeV, for a fixed monopole mass of m = 3
TeV. For the HE-LHC and FCC energies and luminosities this limit is close to
the maximum possible mass, M = 6 TeV. For better estimates of production and
detection, it is necessary to analyze the possible decay channels of the monopolium.

The results of energy distribution for monopolium production are presented in
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Figure 5.3: Monopole pair production via photon fusion and Drell Yan in pp colli-
sions

√
s = 14 TeV for different values of κ.
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Figure 5.4: Energy distribution of monopole pair production with m = 3 TeV via
photon fusion and Drell Yan in pp collisions with κ̃ = 0.

Fig. 5.7d. The peak of the distributions occurs right after the energy threshold,
as also seen in the distributions for partial cross sections in [16]. The distributions
follow the cross sections behavior, having higher values for higher monopole masses
as in Fig. 5.6a.

Conclusions

All the estimates made in this work are for an elementary particle with spin 1/2
and undefined mass that carries a magnetic charge. For this model, even if the
mass is in the current detectable range, one would still have to deal with the large
coupling issue. A way to avoid this limitation is to consider the monopole pair
production by the Schwinger mechanism[60]-[62] in strong magnetic fields, such as
the ones produced in heavy ion collisions and neutron stars[63]. Other monopole
models that are also strong candidates include the GUT [7]-[11] and electroweak
monopoles[6]. However, the GUT monopoles have predicted masses around 1016

GeV, and the monopole in the electroweak formalism does not have yet a complete
description.

If magnetic monopoles do exist and are produced by the processes discussed here,
it is reasonable to expect that their experimental evidence may take a while to be
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Figure 5.5: Energy distribution of monopole pair production with m = 3 TeV via
photon fusion and Drell Yan in pp collisions
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3 4 5 6 7
m (TeV)

0

2×10
8

4×10
8

6×10
8

8×10
8

1×10
9

 σ
 (

fb
)

γγ Total

Inelastic
Semielastic
Elastic

(a) M = 1 TeV (b)

Figure 5.6: Monopolium production for fixed (a) and running (b) monopolium
masses via photon fusion in pp collisions

√
s = 14 TeV.

obtained. The absence of a well built perturbative theory to study the magnetic
monopole in the QED is still one of the greatest difficulties in obtaining new pre-
dictions for their interactions. Our results confirm that the production by photon
fusion is more relevant in the cross section range that allows detection in LHC and
future accelerators. Although also preliminary, the study of the magnetic moment
term could lead to more applicability and new results to increase the chances of
detection of such particles.

The next steps in the search for magnetic monopoles will depend on future results
given by the experiments in accelerators, followed by improvements on the current
models. If the lower bounds continue to grow, this may indicate that one has to
look for other possible monopole sources. Also, the implementation of other models
such as the electroweak monopole in the simulations made in this work are of great
interest, since there are very little discussions about their production in present
accelerators.
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Appendix A

Basic Definitions

Here are some basic definitions and notation used for cross section calculations and
along the chapters.

• Space-time metric

A four dimensional position vector xµ is defined as (c = 1)

xµ ≡ (t,x) = (x0,x), (A.1)

as well as the velocity, momentum for a particle of mass m and gradient vectors

uµ = (γ, γu), pµ = (m,p), ∂ν =
∂

∂xν
=

(
∂

∂x0

,−∇
)

(A.2)

respectively, where γ is the Lorentz factor

γ =
(√

1− |u|2
)−1

≡
(√

1− β2
)−1

. (A.3)

All the signs follow the convention of the metric tensor

ηµν = gµν =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

 , (A.4)

which also defines the dot product (Aµ = (A0,A) ):

AµB
µ = A0B0 −A ·B (A.5)

• Mandelstam Variables

The Mandelstam variables are very useful in scattering theory, as they are
defined in terms of the initial and final momenta of particles in a two-particle
scattering. The Figure A.1 depicts a general form of this process, where the
circle represents all the virtual particles and vertices involved. The Mandel-
stam variables are then defined as [64]
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A.0 Establishing limits for monopole production in pp collisions

Figure A.1: General process with two initial and final particles.

s = (p1 + p2)2 = (p3 + p4)2

t = (p3 − p1)2 = (p2 − p4)2

u = (p3 − p2)2 = (p1 − p4)2

s+ t+ u =
∑
i

m2
i ,

(A.6)

where the sum is made over all the initial and final particles.

• Annihilation and Creation Operators The creation and annihilation oper-
ators are useful when dealing with multiple particle states, for they are defined
as operators that add or remove a particle from a given state, respectively. If
a state Φ is composed by N particles q1, q2, . . . , qN , the creation operator can
be defined by

a†(q)Φq1,q2,...,qN = Φq,q1,q2,...,qN , (A.7)

where q represents the added particle. The state Φq1,q2,...,qN can also be defined
in terms of the vacuum state Φ0 by the successive multiplication of creation
operators

a†(q1)a†(q1) . . . a†(qN)Φ0 = Φq1,q2,...,qN . (A.8)

The annihilation operator is the adjoint of a†(q) and can be defined as the
operator that annihilates the vacuum state,

a(q)Φ0 = 0. (A.9)

The action of a(q) over a general multiparticle state will vary if the state is
composed by fermions (spin half particles), bosons (spin integer particles) or a
combination of both. For the particular cases where particles are all fermions
or all bosons, the operator will act as

a(q)Φq1,q2,...,qN =
N∑
r=1

(±)r+1δ(q − qr)Φq1,...,qr−1,qr+1,...,qN , (A.10)

where we use + for bosons and − for fermions. Multiplying a to the left of
(A.8) and a† to the left of (A.10), we can derive the commutation relations
for the operators

[a(q′)a†(q)∓ a†(q)a(q′)]Φq1,q2,...,qN = δ(q′ − q)Φq1,q2,...,qN , (A.11)

where the upper sign − is for bosons and the lower sign + for fermions.
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A.0 Establishing limits for monopole production in pp collisions

• Dirac Matrices The Dirac matrices, or gamma matrices, γµ are hermitian
and satisfy the anticommutation relations

{γµ, γν} = γµγν + γνγµ = 2gµν . (A.12)

They fulfill many trace identities, some of them very handy in cross section
calculation, such as

1. Tr (γµ) = Tr (γµγνγα) = Tr (γµγν . . . ) = 0 for any product of an odd
number of gamma matrices

2. Tr (γµγν) = 4gµν

3. Tr (γµγνγαγβ) = 4(gµνgαβ − gµαgνβ + gµβgνα).

4. For n even

Tr (γν1γν2 . . . γνn) =
n∑
k=2

(−1)kgν1νkTr (γν2 . . .�
�γνk . . . γνn)

5. Tr (γµγν . . . γαγβ) = Tr (γβγα . . . γνγµ) for any product of gamma matri-
ces.

The slash notation for a four vector Aµ is defined by

��A ≡ γµAµ, (A.13)

and has some similar trace identities:

1. Tr (��A��B) = 4AµB
µ

2. Tr (��A��B��C��D) = 4[(AµB
µ)(CµD

µ)− (AµC
µ)(BµD

µ) + (AµD
µ)(BµC

µ)].

Another notation involving the Dirac matrices, sometimes called of adjoint, is

ψ̄ = ψ†γ0, (A.14)

where ψ is a Dirac spinor or field (column matrix with four components).

The angular differential cross section for two initial particles, in the center of
mass frame, can be defined as

dσ

dΩ
=

1

64π2s

|p1|
|q1|
|M̄ |2, (A.15)

with p1 and q1 as in Figure B.2 and s representing the total energy squared,
as part of the the Mandelstam variables:

where the sum is over all the particles involved in the process. |M̄ |2 is the
squared total amplitude, averaged over initial polarization states (or spin if
the initial particles are fermions) and summed over the final spin states (or
polarization if the final particles are photons). To obtain this last term, it is
necessary to know the sum over photon polarization states∑

λ

εµλε
ν∗
λ = −gµν , (A.16)

and the spinor sum rules over spin and polarization states∑
s

usα(p1)ūsβ(p1) = (�p1 +m)αβ,
∑
r

vrα(p2)v̄rβ(p2) = (�p2 −m)αβ. (A.17)
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Appendix B

Cross Sections

B.1 Lepton pair production by Drell Yan

Figure B.1: Lepton production by Drell Yan

To obtain the Drell Yan cross section for lepton production at tree-level, we
consider the Feynman graph B.1. To write the amplitude we use the quarks, leptons
and photon momenta and the vertexes labels α and β

MDY = ur(q1)(iqqγ
α)v̄r′(q2)

−iηαβ
k2

ūs(p1)(iqlγ
β)vs′(p2), (B.1)

where qq and ql are the quark and lepton charges, respectively. Squaring and sum-
ming over the spin indices, we get

|MDY |2 =
∑
r,r′

∑
s,s′

1

4

1

3

[
ur(iqqγ

α)v̄r′
−iηαβ
k2

ūs(iqlγ
β)vs′

]
×
[
v̄s′(−iqlγβ

′
)us

iηα′β′

k2
vr′(−iqqγα

′
ūr)

]
,

(B.2)

where the momentum dependence of u and v are dropped off for a cleaner notation,
and the factors 1/4 and 1/3 correspond to the averaging over spinor and color states
of the quarks, respectively. The next step is to write each product between a vector
and a matrix by their components

|MDY |2 =
∑
r,r′

∑
s,s′

q2
qq

2
l

12

[
urγ[γ

α]γδv̄r′δ
ηαβ
k2

ūsε[γ
β]επvs′π

]
×
[
v̄s′ρ[γ

β′ ]ρσusσ
ηα′β′

k2
vr′λ[γ

α′ ]λξūrξ

]
.

(B.3)
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Now we sum over the spin indices

|MDY |2 =
q2
qq

2
l

12

ηαβ
k2

ηα′β′

k2

[
(�q1 +mq)γξ[γ

α]γδ(�q2 −mq)δλ(�p1 +ml)εσ

×[γβ]επ(�p2 −ml)πρ[γ
β′ ]ρσ[γα

′
]λξ

]
,

(B.4)

→ |MDY |2 =
q2
qq

2
l

12

ηαβ
k2

ηα′β′

k2
Tr

[
(�q1 +mq)γ

α(�q2 −mq)γ
α′
]

× Tr

[
(�p1 +ml)γ

β(�p2 −ml)γ
β′
]
.

(B.5)

Calculating the traces with the identities given in Appendix A and summing the
remaining indices with the metrics ηαβ and ηα′β′ , we get

|MDY |2 =
8q2
qq

2
l

3k4

[
(q1 · p1)(q2 · p2) + (q1 · p2)(q2 · p1)

+m2
l (q1 · q2) +m2

q(p1 · p2) + 2m2
lm

2
q

]
.

(B.6)

Since we are working in the center of mass frame, the total energy of each lepton
will be equal to each quark, and we can set El = Eq ≡ E to calculate the scalar
products. In the notation used here, the momentum is given in the form p = (E, ~p),
and the scalar products will be

q1 · p1 = EqEl − q1 · p1 = E2 − qp cos θ = q2 · p2,

q1 · p2 = E2 + qp cos θ = q2 · p1

q1 · q2 = E2 + q2

p1 · p2 = E2 + p2,

(B.7)

where p = |p1| = |p2|, q = |q1| = |q2| and θ is the angle between the leptons and
quarks momenta. The photon momentum k can be written in terms of the total
energy, using momentum conservation at the vertexes

k2 = (q1 + q2)2 = (p1 + p2)2 = 4E2 (B.8)

and we can then write the momenta q and p in terms of the boosts

βq(l) =
|q(p)|
E

(B.9)

to get

|MDY |2 =
q2
qq

2
l

3

[
3− β2

q − β2
l + β2

l β
2
q cos2 θ

]
. (B.10)

The cross section will be

dσ̂

dΩ
=

1

64π2ŝ

p

q

q2
qq

2
l

3

[
3− β2

q − β2
l + β2

l β
2
q cos2 θ

]
=
αqαl
12ŝ

βl
βq

[
3− β2

q − β2
l + β2

l β
2
q cos2 θ

]
,

(B.11)

where αq(l) = qq(ql)
2

4π
. Integrating over all solid angles, we get the final cross section

σ(ŝ) =
παqαl

9ŝ

βl
βq

[
9− 3(β2

q + β2
l ) + β2

l β
2
q

]
. (B.12)
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B.2 Lepton pair production by photon fusion

To obtain the total cross section for a lepton pair production with charge ql, we have
to sum over the amplitudes of the t-channel and u-channel, depicted in Fig. B.2.
We proceed the calculation for a general lepton with charge q.

(a) t-channel. (b) u-channel.

Figure B.2: Spin 1/2 electron-positron (or monopole-antimonopole) pair production
by photon fusion

The total first order amplitude will be

Mγγ = Mt +Mu, (B.13)

with

Mt = ελµ(q1)ūs(p1)(iqlγ
µ)i

(
��k +m

k2 −m2

)
(iqlγ

ν)vr(p2)ελ′ν(q2) and (B.14)

Mu = ελ′µ(q2)ūs(p1)(iqlγ
µ)i

(
�̃�k +m

k̃2 −m2

)
(iqlγ

ν)vr(p2)ελν(q1). (B.15)

The squared averaged amplitude will be

|M̄γγ|2 =
1

4

∑
λ,λ′

∑
r,s

[MtM
∗
t +MuM

∗
u +MtM

∗
u +MuM

∗
t ]

=
1

4

∑
λ,λ′

ε∗ν
′

λ′ ε
µ
λε
ν
λ′ε
∗µ′
λ q4

l

∑
r,s

[
ūsγµ

(
��k +m

k2 −m2

)
γνvr + ūsγν

(
�̃�k +m

k̃2 −m2

)
γµvr

]

×

[
v̄rγν′

(
��k +m

k2 −m2

)
γµ′us + v̄rγµ′

(
�̃�k +m

k̃2 −m2

)
γν′us

]

=
q4
l

4
gµµ

′
gνν

′∑
r,s

ūsα(γµ( ��k +m

k2 −m2

)
γν

)
αβ

vrβ + ūsδ

(
γν

(
�̃�k +m

k̃2 −m2

)
γµ

)
δρ

vrρ


×

[
v̄rσ

(
γν′

(
��k +m

k2 −m2

)
γµ′

)
σε

usε + v̄rκ

(
γµ′

(
�̃�k +m

k̃2 −m2

)
γν′

)
κπ

usπ

]
.

(B.16)

In the last step, the indices α, β, δ . . . are written explicitly to indicate the prod-
uct between the spinors and matrices, using the Einstein summation convention.
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Denoting each matrix element by Γµν and summing over r and s,

|M̄γγ|2 =
q4
l

4
gµµ

′
gνν

′
[ΓαβΓσε(�p1 +m)εα(�p2 −m)βσ + ΓαβΓκπ(�p1 +m)πα(�p2 −m)βκ

+ΓδρΓσε(�p1 +m)εδ(�p2 −m)ρσ + ΓδρΓκπ(�p1 +m)πδ(�p2 −m)ρκ]

=
q4
l

4
gµµ

′
gνν

′
Tr

[
(�p1 +m)γµ

(
��k +m

k2 −m2

)
γν(�p2 −m)γν′

(
��k +m

k2 −m2

)
γµ′

+ (�p1 +m)γµ

(
��k +m

k2 −m2

)
γν(�p2 −m)γµ′

(
�̃�k +m

k̃2 −m2

)
γν′

+ (�p1 +m)γν

(
�̃�k +m

k̃2 −m2

)
γµ(�p2 −m)γν′

(
��k +m

k2 −m2

)
γµ′

+(�p1 +m)γν

(
�̃�k +m

k̃2 −m2

)
γµ(�p2 −m)γµ′

(
�̃�k +m

k̃2 −m2

)
γν′

]
.

(B.17)

The traces can be evaluated with the properties given in Appendix A, and the
result will be in terms of scalar products between the momenta. To write the
amplitude in the usual way, it is necessary to use energy and momentum conservation
in each vertex:

q1 + k = p1 and q2 − k = p2 (B.18)

for the u-channel diagram and

q1 − k̃ = p2 and q2 + k̃ + p1 (B.19)

for the t-channel diagram and write the scalar products that will appear after the
calculation of the traces

q1 · p1 = E2 − qp cos θ = q2 · p1

q1 · p2 = E2 + qp cos θ = q2 · p2

q2 · q1 = E2 − q2 = 0

p1 · p2 = E2 + p2,

(B.20)

where again E is the center of mass energy, p = p and q = q are the three momentum
module of p1,2 and q1,2, respectively. Using the definition of β (B.9) and remembering
that βphoton = 1, the amplitude will be given by

|M̄γγ|2 =
q4
l

4(1− β2 cos2 θ)2
[−2β4+2β2−β4 cos4 θ+2β4 cos2 θ−2β2 cos2 θ+1] (B.21)

and the cross section can finally be written

dσ̂

dΩ
=

α2
l β

ŝ(1− β2 cos2 θ)2
[−2β4 + 2β2−β4 cos4 θ+ 2β4 cos2 θ− 2β2 cos2 θ+ 1]. (B.22)

Integrating over the solid angle we get

σ̂γγ→ll̄(ŝ) =
4πα2

l β

ŝ

[
3− β4

2β
ln

1 + β

1− β
− (2− β2)

]
. (B.23)
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Figure B.3: Production and decay of a resonant state R

B.3 Resonance Production

In a resonance production, the total decay rate can be written in terms of the lifetime
τ and the decay rates of each possible final state Γf of the particle[65]

Γ =
1

τ
=
∑
f

Γf . (B.24)

To write the production cross section of a resonance, we first define ψ1(x) and ψ0(x)
as the initial and resonance state, respectively, and ψn(x) (n > 1) the final states of
the possible decay channels, respecting the orthonormality condition∫

ψn(x)ψ∗m(x) dx = δmn. (B.25)

The total wave function can then be written as a linear superposition

ψ(x, t) =
∞∑
n=0

an(t)e−iEntψn(x), (B.26)

where

En ≡ Hnn =

∫
ψ∗n(x)Hψn(x) dx (B.27)

and the boundary conditions are a1(0) = 1, an(0) = 0 (n 6= 1). Discarding any
spin dependence, we can replace (B.26) into the Schrödinger equation and use the
orthonormality condition (B.25) to get the time dependence of an(t)

dan(t)

dt
= −i

∑
m 6=n

Hnme−i(Em−En)tam(t). (B.28)

In first order in Hnm, the expression for a0(t) can be written as[65]

da0(t)

dt
= −iH01e−i(E1−E0)t −

(
Γ

2

)
a0(t), (B.29)

where the second term is added to take into account the additional power of H0n

(which can involve many final states n) that is ignored if we only consider the
dependence in H01. The equation can then be solved to give, for t� 1/Γ,

a0(t) =
H01e−i(E1−E0)t

E1 − E0 + iΓ/2
. (B.30)
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The total decay rate can be written as

W = Γ|a0(t)|2 =
|H01|2Γ

(E1 − E0)2 + Γ2/4
, (B.31)

and the cross section is given by

σ =
V

vi
W =

π

q2
i

ΓiΓ

(E1 − E0)2 + Γ2/4
, (B.32)

where Γi is the decay width of the resonance into the initial state, given by

Γi =
V

π

q2
i

vi
|H10|2, (B.33)

with vi the relative velocity between the particles in the initial state and qi their
initial momentum. In the center of mass frame, E2

0 = M2 (mass of the resonance)
and for the cases where Γ2 � E2

0 we can set the initial energy E1 ≡ E to write the
usual form of (B.32)

σ(E) =
4π

E2

M2ΓiΓ

(E2 −M2)2 +M2Γ2
. (B.34)
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