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#### Abstract

Although well-researched as a prototype Hamiltonian for strongly interacting quantum systems, the Bose-Hubbard model has not so far been explored as a fluid system with waterlike anomalies. Water, the substance of life, is known for its myriad of anomalous properties, whose origins are still subject of intense debates. In order to provide a different insight into this problem, we show how its density anomaly can be reproduced using a quantum simulator. In particular, we demonstrate that the Bose-Hubbard model, such paradigm system in quantum mechanics, exhibits an increase in density with temperature at fixed pressure in the regular fluid regime and in the superfluid phase. We propose that the mechanism underlying the anomalies is related to zero point entropies and ground state phase transitions. A connection with the typical experimental scales and setups including confinement effects is also addressed. In this scenario, such finding opens a new pathway for theoretical and experimental studies of waterlike anomalies in the area of ultracold quantum gases.

We also discuss in detail the occurrence of anomalous double peaks in their specific heat dependence on temperature. This feature, usually associated with a high geometrical frustration, can also be a consequence of a purely energetic competition. By employing self-energy functional calculations combined to finite-temperature perturbation theory, we propose a mechanism based on ground-state degeneracies expressed as residual entropies. A general decomposition of the specific heat in terms of all possible transitions between the system's eingenvalues provides an insight on the nature of each maximum. Furthermore, we address how the model parameters modify the structure of these peaks based on its spectral properties and atom-atom correlation function.

Regarding the theoretical foundations of the methods employed, we address a deep analysis of the Legendre transformation, and how it can be conceived as extremum principle. We discuss the geometrical implications in a general framework, which includes the techniques explored throughout this thesis.
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| :--- | :--- |
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| $\boldsymbol{\Phi}$ | One-Point (Condensate) Green's Function |
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| $\boldsymbol{\Sigma}_{1 / 2}$ | One-Point Self-Energy |
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| $\mu$ | Chemical Potential |
| $\Omega^{\prime}$ | Equilibrium Free Energy |
| $\Omega_{B K}$ | Baym-Kadanoff Functional |
| $\Omega_{S E}$ | Self-energy Free energy |
| $\Phi_{L W}$ | Luttinger-Ward Functional |
| $\rho$ | Density |
| $c_{P}$ | Lsobaric Specific Heat Capacity |

$c_{\mu} \quad$ Specific Heat Capacity at constant chemical potential
$E_{r} \quad$ Recoil Energy
$J \quad$ Hopping Amplitude
$K_{T} \quad$ Isothermal Compressibility
$P \quad$ Pressure
$s \quad$ Entropy per volume
$T$ Temperature
$U \quad$ Interaction Energy
$V \quad$ Volume
$v_{0} \quad$ Lattice cell volume
GSPT Ground State Phase Transition
PT Perturbation Theory
SFT Self-energy Functional Theory
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## Chapter 1

## Introduction

"The scariest moment is always just before you start."

- Stephen King

Water, the most abundant substance on Earth and the second most common molecule in the Universe, plays a fundamental role mediating the physicochemical processes of life, structuring biomolecules, as a valuable human resource and even as an essential ingredient to star formation [1-3]. Despite its simple molecular structure, the strength and directionality of hydrogen bonds in water induces rather anomalous and complex behaviors [4,5]. High surface tension, specific heat and decreasing viscosity with pressure are among its 74 anomalies [6] cataloged up to now. Another striking property of water is its increase of density with temperature in the range


Figure 1-1: (a) Density of water and ice at 1 atm , with its maximum value around $4^{\circ} \mathrm{C}$ detailed by the inset. (b) This anomalous property enables maintenance of complex life even in wintry frozen lakes, due to its freezing from the top down [1].


Figure 1-2: Representative comparison between a simple liquid and the anomalous behavior of $\mathrm{H}_{2} \mathrm{O}$ water. (a) The isobaric thermal expansion $\alpha$, (b) isothermal compressibility $K_{T}$ and (c) the isobaric heat capacity $C_{P}$ are portrayed as functions of temperature $T$. Extracted from Ref. [8]
from $0^{\circ} \mathrm{C}$ to $4^{\circ} \mathrm{C}$, setting it apart from regular liquids [7]. Indeed, this feature enables the maintenance of aquatic life in lakes during winter since the bottom can reach higher temperatures while ice is formed on surface, freezing from the top down [1] as depicted in Fig. 1-1. In addition, thermodynamic response functions (related to fluctuations in volume and energy, such as heat capacity, isothermal compressibility and isobaric thermal expansion) also present anomalous behavior $[8,9]$ as illustrated in Fig. 1-2. Water also exhibits anomalies in its structure which are connected to density and diffusion anomalies through the so-called hierarchy of anomalies [10-13].

This myriad of anomalies makes water a great puzzle in regards to the mechanism underlying its weirdness. Interestingly, these anomalous properties become more prominent in its supercooled state, the metastable liquid phase below the melting point $[8,9,14]$. In this region, it is still possible to perform measurements in the liquid state until about 232 K , where eventually homogeneous nucleation of ice takes place [15]. In Fig. 1-3, we exhibit experimental data regarding density in the supercooled domain as well as the temperature of maximum density (TMD) line entering the metastable regime above 40 MPa [16], which is associated to the zeroes of the thermal expansion coefficient.

On the other side of its phase diagram, through compression of hexagonal ice at 77 K and beyond 1.1 GPa, its amorphous was obtained and a first-order-like phase transition from a high-density amorphous ice (HDA) to low-density amorphous ice (LDA) by heating the sample at ambient pressure [17,18]. The melting of such glassy



Figure 1-3: (a) Liquid water's density at atmospheric pressure varying with temperature, from Ref. [8]. (b) The TMD line for $\mathrm{D}_{2} \mathrm{O}$ as a function of pressure: $T_{M}$ is the melting temperature and $T_{H}$ is the homogeneous nucleation locus. Reprinted from Ref. [16].


Figure 1-4: Temperature dependence of supercooled water's (a) isobaric thermal expansion $\alpha$, (b) isothermal compressibility $K_{T}$ and (c) isobaric heat capacity $C_{P}$. Extracted from Ref. [19].
phases into its possible corresponding liquid phases, a high-density liquid (HDL) and a low-density liquid (LDL), is prevented once crystallization prevails around 160 K . The window between 232 K and 160 K constitutes the so called no man's land, since experimental techniques can't avoid the ice nucleation in this domain. These observations motivated great scientific interest ${ }^{1}$ towards its metastable liquid state as well as its amorphous solid glassy forms. The current explanations are based on the possible extrapolations of the thermodynamic response functions into the no-man's land.

[^0]

Figure 1-5: (a) Simplified water's temperature-pressure phase diagram portraying its solid, liquid and gaseous phases as well as the hypothetical liquid-liquid coexistence line ending in a critical point, printed from Ref. [9]. (b) A detailed picture regarding the domains of stability and metastability for liquid and glassy water. A first order LLPT line separates HDL and LDL. The LLPT ends with a LLCP at $P_{c}, T_{c} . T_{m}, T_{g}$ and $T_{H}$ represent the melting temperature, glass transition temperature, and homogeneous nucleation temperature, respectively. Extracted from Ref. [31].

The origins for the thermodynamic and dynamic anomalous behavior of liquid water has been disputed through different thermodynamic scenarios. The most influential, supported and even contested one is the "second critical point hypothesis" (SCP) of Poole, Sciortino, Essmann and Stanley [20]. This conjecture, based on computer simulations of the ST2 atomically detailed model of water, attests that the apparent divergence of thermodynamic response functions in the metastable supercooled region is a consequence of a metastable liquid-liquid phase transition (LLPT) ending in a liquid-liquid critical point (LLCP) [20,21]. Nevertheless, this behavior in the case of water was never observed experimentally. The liquid-liquid transitions were reported in models for carbon [22], silicon [23], silica [24], and experimentally observed in phosphorus [25], triphenyl phosphite, and n-butanol [26]. More recently, experiments with mixtures of water and glycerol [27] and measurements of correlations functions using time-resolved optical Kerr effect (OKE) of supercooled water [28] favor the SCP hypothesis, despite debates in literature [29, 30].

This hypothesis is consistent with the mentioned anomalous and pronounced increase in magnitude of the response functions upon cooling and the existence of two forms of amorphous solids at low temperatures. In other words, it connects the anoma-
lies of stable and supercooled water to the transition between HDA and LDA. The experimentally observed transition between these amorphous phases can be thought as a prelude of a phase transition between two form of liquid water. This polyarmorphism of supercooled and glassy water also reinforces its interpretations as a mixture of two states, the arrangements of hydrogen bonds accommodated by thermodynamic parameters as temperature and pressure. In the same direction, simulations of fluids, whose interactions are parametrized by intermolecular potentials with two length and energy scales, can reproduce liquid-liquid phase separation. Indeed the competition between configurations seems to constitute an important ingredient generating anomalies if both structures are thermodinamically accessible. Water and its anomalies were investigated by various models, from which we mention the simplified lattice and the core softened models. Among lattice models for water, it should be relevant to mention that waterlike anomalies were found for models of orientational bonding fluids in the triangular lattice, and on 3D simple cubic lattice, through a variety of techniques, varying from Bethe lattice [32], cluster variational method [33] and Monte Carlo simulations [34]. Core softened were investigated using molecular dynamics [35-37] and analytically through integral equations [38], being found that pair potentials with competing two scale can reproduce various anomalies including those on density, structure and diffusion.

The suggested connection between thermodynamic anomalies and criticality is indeed difficult to be tested experimentally since the system freezes before reaching the critical temperature. In addition, the complexity of the water structure makes difficult to unveil the connection between the microscopic interactions, thermodynamic anomalies and criticality.

A possible route to overcome such challenges is to look for the anomalies in other contexts and models, which could provide a clearer visualization of the reported phenomena. In particular, the recent advances in the manipulation of atoms cooled to extremely low temperatures (below nanoKelvins) have produced extremely controllable and rich environments. Quantum particles imprisoned by electromagnetic fields can emulate Hamiltonians with precise control of geometry and interactions, making
a solid bridge between experiments and theory. These experimental setups gather qualities rising them as precursors of the so called quantum simulators: the notion of creating a quantum system to simulate properties of another one, originally formulated by Feynman [39, 40]. Following these ideas we propose to study waterlike anomalies using the Bose-Hubbard model, a widely known Hamiltonian simulated in laboratory by Greiner et al. [41], with Rubidium atoms trapped in a optical lattice.

We begin providing some general definitions and concepts regarding quantum gases in optical lattices, our new arena to test anomalies. Then we analyze the Bose- Hubbard model, starting from the atomic limit. We focus our attention on the density anomaly in two (square lattices) and three dimensions (simple cubic lattices). Here we find some basic ingredients already familiar from our present discussion: phase transitions, the competing interaction scales and the two-states mixing process. We also show how a residual entropy mechanism ties them together. We extended the analysis to the complete parameter space, mapping the evolution of the density anomaly as the free parameters of the model are changed.

We also discuss in detail the occurrence of anomalous double peaks in the specific heat dependence on temperature. This feature, usually associated with a high geometrical frustration, can also be a consequence of a purely energetic competition. By employing self-energy functional calculations combined to finite-temperature perturbation theory, we propose a mechanism based on ground-state degeneracies expressed as residual entropies. A general decomposition of the specific heat in terms of all possible transitions between the system's eingenvalues provides an insight on the nature of each maximum. Furthermore, we address how the model parameters modify the structure of these peaks based on its spectral properties and atom-atom correlation function.

Finally, this text explores the theoretical foundations of the methods employed. We address a deep analysis of the Legendre transformation, and how it can be conceived as extremum principle. We discuss the geometrical implications in a general framework, which includes the techniques explored throughout this thesis. All detailes of our methodoligies can be found in the Appendix sections, where the computational
codes are included. We conclude our work showing the perspectives of our research, which includes fermionic models and transport quantities, specially relevant due their technological applications.

## Chapter 2

## Quantum Simulators and Atoms in Optical Lattices

"Nature isn't classical, dammit, and if you want to make a simulation of nature, you'd better make it quantum mechanical, and by golly it's a wonderful problem, because it doesn't look so easy."

- Richard Feynman

The challenges posed in treating and decomposing fundamental mechanisms of complex systems turned the scientific community's attention towards systems which could emulate them in clear and controllable fashions. In this context, the so called quantum simulators stand as a possible alternative, designing the quantum computation envisioned by Feynman towards the creation of a quantum system to simulate another [39, 40].

The first step forward in creating such highly controllable systems was the experimental realization of the Bose-Einstein condensate (BEC) [42-44], firstly predicted by Bose and Einstein in 1924. Bose-Einstein condensation is the effect in which particles with bosonic statistics can macroscopically occupy a single mode at low enough temperature, even in the absence of interactions. However, its experimental achievement was inaccessible until the recent days, due to the extremely low temperature needed to produce a condensate in a weakly interacting gas, which is in the microKelvin


Figure 2-1: The momentum distribution for a gas of rubidium-87 atoms, attesting the discovery of a new phase of matter, the Bose-Einstein condensate. From the left to the right: (left) the system just before the appearance of a Bose-Einstein condensate; (center) just after the appearance of the condensate; (right) after further evaporation, leaving a sample of nearly pure condensate. Image from [42].
range. Combining laser cooling [45] and evaporative cooling techniques [46], different groups were able to experimentally create BEC (see Fig. 2-1) in dilute atomic vapors of rubidium [42], sodium [43], and lithium [44], respectively. For this achievement, Ketterle, Wieman and Cornell were awarded the Nobel prize in 2001.

The next decisive landmark towards simulating complex systems was the realization of ultracold atoms imprisoned in optical lattices by Greiner et. al [41]. In theses optical lattices, counter propagating laser beams form a periodic potential generating literal crystal arrays of light trapping neutral cold atoms [47]. Due to the coupling of light and matter, the particles can be trapped in the potential wells. Depending on the intensity of the laser beams the particles can tunnel through the potential barrier to the neighboring lattice site whereas the interaction between the atoms can be controlled with Feshbach resonances [48]. Therefore, this system serves as a suitable arena to simulate physics of real materials [49-51]. However, compared to real materials, cold atom systems are much more flexible since many parameters can be finely tuned in a wide range. Since both the interaction and the mobility of the particles can be accurately controlled, this allows to go from a regime with weak to strong


Figure 2-2: Different quantum simulator setups: optical lattices, trapped ions and superconducting loops. Extracted from Ref. [52].
interactions, therefore exploring possible phase transitions.
In recent years, several experimental setups have been proposed to simulate specific models, as illustrated in Fig. 2-2: the universe of quantum simulators is quite rich, ranging from neutral atoms in optical lattices to electrons in superconducting circuits and arrays of quantum dots to trapped ions [52,53]. In particular, cold atomic gases confined into optical lattices have already proved to be a faithful simulator of typical condensed matter problems in a series of notable experiments which describe at different levels the Mott Insulator-superfluid transition of the Bose-Hubbard model $[41,54,55]$. Our idea is to use this experimental and theoretical accessibility, which is a problem in the case of water previously analyzed, to investigate the possible origins of its reported thermodynamic anomalies.

### 2.1 Cooling and Trapping Neutral Atoms

The ultracold atomic physics takes place at the lowest temperatures scales in the universe, which are achieved only by means of sophisticated cooling and trapping experimental techniques. Next we discuss briefly the methods employed in order to control and bring the atoms to such extreme conditions [56-62].

Laser cooling methods encompass several optical procedures used to slow the motion small particles, such as atoms or ions, in low-density gases. They have been
used to cool particles into the milliKelvin, microKelvin, and nanoKelvin ranges, depending on the applied procedure. The simplest method of laser cooling is known as Doppler Cooling and it was first suggested in 1975 by Theodor Hänsch and Arthur Schawlow [45] for free atoms and by David Wineland and Hans Dehmelt [63] for trapped ions.

If laser beam photons are emitted in the right frequency, compatible with the atomic energy levels, the particles in a gas of atoms will absorb photons, reaching an excited state. However, each atom will emit a photon with the same frequency in an arbitrary direction after a brief period of time, returning to a less excited state. Since photons also carry momentum, the atoms experience a recoil when they absorb and emit photons. Note that there is an imbalance in the process: the photons that are absorbed by the atoms and emitted by the laser all travel in the same direction, while the photons that the atoms emit travel in any arbitrary direction. This implies that, on average, the atoms feel a force in the direction away from the laser. Actually, naively hitting the particles with laser light is not the way to efficiently cool the particles. For example, if the particles are already moving slowly, then the average force from photon collisions would cause them to move more again, increasing the temperature of the sample. This is a step backwards as far as cooling the gas particles.

In order to avoid these effects, the laser is tuned to a frequency slightly lower than the resonant frequency of the atoms. This simple but clever idea takes advantage of the Doppler effect. Indeed, particles moving slowly or away from the laser beam will not absorb photons. In contrast, particles moving towards the laser will observe a Doppler shift in the frequency of the laser light; this effect enables these particles to absorb photons. As a result, such particles experience a force backwards away from the laser.

By arranging counter-propagating laser beams for each orthogonal direction, the atoms will experience a net force away from each laser. This limitation of three degrees of freedom reduces the particles' kinetic energy and thus cools the gas. During this process, the frequency of the laser light needs to be periodically reduced: as the atoms cool they will reach the point where not even those that are travelling towards a laser


Figure 2-3: Principle of laser cooling and magneto-optical trapping. (a) Six-beam configuration for an optical molasses. Introducing a magnetic field gradient, using two coils in an anti-Helmholtz configuration, a restoring force appears that gathers the atoms around the zero of the magnetic field, creating a magneto-optical trap. (b) Basic principle of laser cooling along one direction of an optical molasses. The two beams are slightly red detuned from the atomic transition: then the atom scatters more photons from the right beam, which results in a friction force slowing down the atom.(c) Exploring the internal energy level structure of the atom, the radiation pressure force of the beams in the molasses can be spatially modulated by using circularly polarized light and the magnetic field gradient. Extracted from Ref. [65].
can readily absorb a photon. Because of this frictional force effect that dissipates the energy of the atom to the electromagnetic field, the configuration of oppositely directed laser beams is referred to as optical molasses [64].

An alternative to sweeping the laser frequency is sweeping the atomic resonances using a spatially varying magnetic field, through the Zeeman slowing process [66]. In the Zeeman slower, a laser beam propagates in the direction opposite that of the atomic beam, and the kinetic energy of the atoms is reduced by the radiation force produced by absorption of photons. As a result of the Doppler effect, the frequency of the atomic transition in the laboratory frame is not constant along its path, since the atomic velocity varies. However, by applying an inhomogeneous magnetic field tuned in order that the Doppler and Zeeman effects cancel, the frequency of the transition in the rest frame of the atom maybe held fixed.

The Doppler friction effect described previously is necessarily accompanied by fluctuations due to the fluorescence photons which are spontaneously emitted in random directions. Each emission process transfer to the atom a random recoil momentum
$\hbar k_{L}$, responsible for a momentum diffusion parametrized by a diffusion coefficient. As in ordinary Brownian motion, competition between friction and diffusion leads to a steady-state. A detailed analysis [56] shows that the temperature obtained with such a scheme is always larger than a certain limit $T_{D}$, called the Doppler limit. This limit is given by $k_{B} T_{D}=\hbar \frac{\dot{亡}}{2}$, where $\Gamma$ is the natural width of the excited state. It is reached for a detuning $\delta=\omega_{L}-\omega_{A}=-\frac{i}{2}$, and its value is on the order of $100 \mu \mathrm{~K}$ for alkali atoms. Actually, the precision of experiments indicated that the temperature in optical molasses was much lower than expected [67]. This suggested that other laser cooling mechanisms, more powerful than Doppler cooling, are operating. One of these sub-Doppler techniques is known as Sisyphus cooling. It involves a polarization gradient, as generated by two counterpropagating linearly polarized laser beams with perpendicular polarization directions, and is therefore sometimes called polarization gradient cooling. This efficiently transfers kinetic energy into photon energy, and can cool atoms into the microKelvin range, a few times the recoil energy gained by the scattering of a single photon.

The temperatures reached by laser cooling are remarkably low, but they are not low enough to produce Bose-Einstein condensation in gases at the densities that are realizable experimentally. In the experiments performed to date, Bose-Einstein condensation of alkali gases is achieved by using the so-called evaporative cooling [46] after laser cooling. Such a technique was first proposed by Hess [68] in 1986 and its general physical effect is that, if particles escaping from a system have an energy higher than the average energy of particles in the system, the remaining particles are cooled. The process is analogous to the way a cup of hot coffee cools down by giving off the most energetic molecules as steam. As the energetic atoms are removed from the trap, collisions readjust the remaining atoms into a lower temperature thermal distribution as shown in Fig. 2-6. In some versions, atoms are "evaporated" via a forced spin-flip and their subsequent repulsion from the trapping region. In a magnetic trap, the most energetic atoms sample the largest magnetic fields and thereby experience the largest Zeeman shifts. By tuning an radio frequency (RF) field to be resonant with atoms at relatively large fields, it is possible to remove a specific high-energy portion


Figure 2-4: Schematic image of evaporative cooling extracted from Ref. [69]. Evaporative cooling is performed in a magnetic trap where the height of the trapping potential is reduced in order to let the hottest atoms escape. The remaining atoms then thermalize at a lower temperature.
of the trapped atoms and leave the low-energy portion unaltered. As a result of this coupling, the height of the top of the trapping potential becomes a function of the RF frequency. After the remaining atoms rethermalize to a lower temperature, the RF frequency can be decreased and the process repeated. Trapped atoms have been evaporatively cooled to the nanoKelvin scale by precisely controlling the removal of the energetic atoms and making traps with very good thermal isolation.

As already mentioned, the reported cooling techniques are also associated to specific and appropriate trapping methods. The most common classes of traps for neutral atoms comprehends magnetic, radiation pressure, and optical dipole traps. Magnetic traps explore the state-dependent force on the magnetic dipole moment in an inhomogeneous field. An atom with magnetic moment $\boldsymbol{\mu}$ can be confined by an inhomogeneous magnetic field $\mathbf{B}$ because of the interaction between the moment and the field, according to $-\boldsymbol{\mu} \cdot \mathbf{B}$. This yields a force expressed by $\mathbf{F}=\nabla(\boldsymbol{\mu} \cdot \mathbf{B})$, capable of trapping the atoms. The general features of the magnetic fields of a large class of possible traps has been presented in the literature [70]. Indeed, such traps represent excellent tools for evaporative cooling and Bose-Einstein condensation. In the context
of neutral atoms they were firstly reported in 1985 [71] using a magnetic quadrupole magnetic field formed by two opposed, separated, coaxial current loops.

The most widely used trap for neutral atoms is a hybrid, employing both optical and magnetic fields, to make amagneto-optical trap (MOT) first demonstrated in 1987 [72]. They use an inhomogeneous magnetic field to produce a position-dependent scattering force. The magnetic field Zeeman-shifts transitions towards or away from resonance with red-detuned, counter-propagating, oppositely circularly polarised laser beams. The presence of the quadrupole magnetic field causes a Zeeman shift in the atomic internal magnetic levels, which increases with the radial distance from the centre of the trap. Hence, as an atom moves away from the centre of the trap, the atomic resonance is shifted closer to the frequency of the laser light, and the atom becomes more likely to scatter a photon, being impulsed towards the centre of the trap. The direction of the impulse is given by the polarization of the light, either left or right handed circular, providing different interactions with the different shifted levels. The magnetic field and laser polarisations are such that atoms are pushed back to the centre after displacement in any direction. The nonzero value of the detuning provides cooling of the trapped atoms, according to the mechanisms outlined previously.

The radiation-pressure and the optical dipole traps exploit the fact that light can exert a radiative force on an atom because photons carry momentum. Such mechanism happens either incoherently by absorption and emission of photons as in radiation-pressure traps or coherently as in optical dipole ones. Incoherent interaction exerts the scattering force. In radiation-pressure traps $[73,74]$ one uses three orthogonal standing wave laser beams to create an optical molasses, which is used to cool down the atoms. The narrower the atomic resonance the better the red detuned standing laser beam can cool the atoms. These traps cause naturally very strong dissipation, thus cool quite effectively, but lead to unstable trap dynamics. On the other hand, the optical dipole traps $[75,76]$ use coherent interactions of the atoms with far detuned laser light. The laser field polarizes the atom and the polarized atom experiences a force in the inhomogeneous electromagnetic field of the incident light
field. In these traps the potential is nearly conservative with only very weak influence from spontaneous photon scattering. Based on such properties, optical lattices can be formed by the periodic modulation of the light intensity in a laser standing wave. In the following we dedicate a brief time to discuss such optical dipolar interactions which are protagonists of the systems we investigate.

### 2.2 Optical Lattices in a Nutshell

Neutral atoms interact with light in both conservative and dissipative ways. The dissipative portion of the interaction arises due to the absorption of photons followed by spontaneous emission. It implies a dissipative force on the atoms caused by the momentum transfer of the absorbed and spontaneously emitted photons. As seen, this mechanism is widely used for laser cooling and magneto optical traps. Alternatively, the conservative component results from the interaction of the light field with the induced dipole moment of the atom. This interaction causes a shift in the potential energy, called the ac-Stark shift. For large detunings of the light compared to the atomic resonances, spontaneous emission processes can be neglected and the energy shift can be used to create a conservative trapping potential for neutral atoms. By shining a spatially modulated light field onto a cloud of atoms an energy landscape can be formed, where the local potential energy is proportional to the local light intensity.

In order to examine the ac-Stark effect of an oscillating electric field on an atom we employ a semiclassical treatment of the radiation field and assume the atom presents only two relevant energy levels, an excited state and a ground state. This approach comprehends the combined system "atom plus photons", known as the dressed state picture [77, 78]. The unperturbed Hamiltonian of the atom may be expressed simply as $H_{A}=\hbar \omega_{A}|e\rangle\langle e|$, where $\omega_{A}$ is the atomic transition frequency. Assuming the wavelength of the light is large compared to the atomic dimensions (the dipole approximation), the interaction Hamiltonian reads as $H_{I}=-\mathbf{d} \cdot \mathbf{E}$, where $\mathbf{d}$ is the dipole operator and $\mathbf{E}(\mathbf{x}, t)=\mathbf{E}(\mathbf{x}) \cos \left(\omega_{L} t\right)$ is the electric field oscillating with frequency
$\omega_{L}$. Hence, the total Hamiltonian $H=H_{A}+H_{I}$ can be written as

$$
\begin{equation*}
H=\hbar \omega_{A}|e\rangle\langle e|-\hbar \Omega(\mathbf{x}) \cos \left(\omega_{L} t\right)(|g\rangle\langle e|+|e\rangle\langle g|) \tag{2.1}
\end{equation*}
$$

where $\Omega(\mathbf{x})=\langle e| \mathbf{d}|g\rangle \cdot \mathbf{E}(\mathbf{x}) / \hbar$ is the Rabi frequency. In a far detuned situation, we can simplify it even further according to the rotating wave approximation

$$
\begin{equation*}
H=-\hbar \delta|e\rangle\langle e|-\frac{\hbar \Omega(\mathbf{x})}{2}(|g\rangle\langle e|+|e\rangle\langle g|) \tag{2.2}
\end{equation*}
$$

with $\delta=\omega_{L}-\omega_{A}$. Since we assume the laser to be far detuned from the atomic transition, the population of the ground state is not significantly reduced through optical excitations. Therefore, or large detunings $(|\delta| \gg \Omega)$, the corresponding ground state energy shift reads as

$$
\begin{equation*}
\Delta E_{g}=\frac{\hbar \Omega^{2}(\mathbf{x})}{4 \delta} \tag{2.3}
\end{equation*}
$$

As the atom is practically always in the ground state, the potential energy is nothing but the shift of the relevant atomic internal state induced by the electric field

$$
\begin{equation*}
\mathcal{V}_{d i p}(\mathbf{x})=\frac{\hbar \Omega^{2}(\mathbf{x})}{4 \delta} \propto \frac{I(\mathbf{x})}{\delta} \tag{2.4}
\end{equation*}
$$

where $I$ is the intensity of the electric field. From this result, the energy shift is positive for blue-detuned laser light $\delta>0\left(\omega_{L}>\omega_{A}\right)$ and the atoms are repelled in the regions of maximal field intensity. On the other hand, for red detuned laser light $\delta<0\left(\omega_{L}<\omega_{A}\right)$ the atoms are attracted toward the points of maximal light intensity. The force originated from this potential is simply $\mathbf{F}_{d i p}=-\nabla \mathcal{V}_{d i p}$, proportional to the gradient of the intensity.

Until now we did not include the possibility of spontaneous emission of photons. The atomic excited state can get a natural width $\Gamma$, which is also the rate at which a photon is spontaneously emitted from such state. Mathematically, this is described by an imaginary part, $-i \hbar \frac{i}{2}$, added to the energy level. Within our two level approach


Figure 2-5: Two counter-propagating Gaussian laser beams, forming a periodic intensity profile due to the interference of the two laser field [47].
we obtain the correction

$$
\begin{equation*}
\Delta E_{g}=\frac{\hbar \Omega^{2}(\mathbf{x})}{4 \delta}-i \hbar \frac{\Gamma}{8}\left(\frac{\Omega(\mathbf{x})}{\delta}\right)^{2} \tag{2.5}
\end{equation*}
$$

Hence, not only the sign of the detuning is relevant but also its magnitude. Indeed, the scattering rate becomes

$$
\begin{equation*}
\Gamma_{s c}(\mathbf{x})=\frac{\Gamma}{4}\left(\frac{\Omega(\mathbf{x})}{\delta}\right)^{2} . \tag{2.6}
\end{equation*}
$$

This last result shows that incoherent light-atom interactions which lead to dissipation are negligible when the detuning is large. In order to create a conservative potential during the lifetime of the experiment the laser detuning for a dipolar trap should bee chosen as large as possible, within the available laser power in order to minimize inelastic scattering processes.

The presented analysis shows that spatial variations of light intensity provide spatial potential energy variations for the atoms. Therefore, one can create various potential energy surfaces. For example, in order to form a periodic potential one can use counter-propagating laser beams. A simple cubic lattice can be formed by superimposing three standing waves orthogonal to each other, with mutually orthogonal polarisations. The beam pairs creating the standing wave in the $x, y$ and $z$ directions have typically a Gaussian shape with waists $w_{x}, w_{y}$ and $w_{z}$. Then the trapping potential for a red detuned lattice can be expressed as

$$
\begin{equation*}
\mathcal{V}(\mathbf{x})=-V_{x} \sin ^{2}(k x) e^{-2 \frac{y^{2}+z^{2}}{w_{x}^{2}}}-V_{y} \sin ^{2}(k y) e^{-2 \frac{x^{2}+z^{2}}{w_{y}^{2}}}-V_{z} \sin ^{2}(k z) e^{-2 \frac{x^{2}+y^{2}}{w_{z}^{2}}} \tag{2.7}
\end{equation*}
$$



Figure 2-6: Two-dimensional (a) and three-dimensional (b) optical lattice potentials formed by superimposing two or three orthogonal standing waves [47].
where $V_{x}, V_{y}$ and $V_{z}$ are the potential depths. Around the center of the trap, for distances much smaller than the beam waist, such potential can be regarded as the sum of a periodic part and an external harmonic confinement

$$
\begin{equation*}
\mathcal{V}(\mathbf{x})=-V_{x} \sin ^{2}(k x)-V_{y} \sin ^{2}(k y)-V_{z} \sin ^{2}(k z)+\frac{m}{2}\left(\omega_{x}^{2} x^{2}+\omega_{y}^{2} y^{2}+\omega_{z}^{2} z^{2}\right) \tag{2.8}
\end{equation*}
$$

with $\omega_{x}, \omega_{y}$ and $\omega_{z}$ the effective trapping frequencies. If we neglect the effects of the harmonic confinement, the standing wave interference pattern yields a periodic sinusoidal lattice potential

$$
\begin{equation*}
\mathcal{V}(\mathbf{x})=-V_{0}\left(\sin ^{2}(k x)+\sin ^{2}(k y)+\sin ^{2}(k z)\right) \tag{2.9}
\end{equation*}
$$

in a homogeneous setup with $V_{0}$ the corresponding potential depth. This particular three dimensional configuration will be considered in our analysis of the thermodynamics of the Bose-Hubbard model. The confinement effects will be introduced via
local density approximation.
So far we have reviewed some basic aspects in the area of ultracold atomic physics, comprehending cooling and trapping methods, the formation of a BEC and the creation of optical lattices. Our next step is to outline how we can theoretically describe the physics of bosons in these environments. Here we introduce the famous BoseHubbard.

### 2.3 Optical Lattices and the Bose-Hubbard model

The Bose-Hubbard model is a quantum many-particle lattice model. It was first introduced by Gersch and Knollman [79] as a simple model to study the competition between thermal and quantum fluctuations with the localization of particles due to their high density and interaction strength. The model was recovered in 1989 by Fisher et al. [80] and its relevance as a theoretical model suitable to describe real systems was shown by Jaksch et al. [81]. It turns out that it is particularly well suited model for describing experiments with cold atomic gases in optical lattices. Below we sketch how to represent a general, many-body problem in periodic potential in a basis of localized states.

We consider a second-quantized form of the Hamiltonian of a many-particle system in a periodic potential according to Eq.(2.9)

$$
\begin{equation*}
\mathcal{V}(\mathbf{x})=-\mathcal{V}_{0} \sum_{i=1}^{d} \sin ^{2}\left(k_{i} x_{i}\right), \tag{2.10}
\end{equation*}
$$

with $\mathcal{V}_{0}$ the amplitude, related to the light intensity, $d$ is the dimensionality of the system ${ }^{1}$, and $k=\frac{2 \pi}{\lambda}$ are wave-vectors of the light along different directions. Explicitly, we have

$$
\begin{align*}
H= & \int d^{d} \mathbf{x} \psi^{\dagger}(\mathbf{x})\left(-\frac{\hbar^{2}}{2 m} \nabla+\mathcal{V}(\mathbf{x})\right) \psi(\mathbf{x})+ \\
& +\frac{1}{2} \int d^{d} \mathbf{x} d^{d} \mathbf{x}^{\prime} U\left(\left|\mathbf{x}^{\prime}-\mathbf{x}\right|\right) \psi^{\dagger}(\mathbf{x}) \psi^{\dagger}\left(\mathbf{x}^{\prime}\right) \psi\left(\mathbf{x}^{\prime}\right) \psi(\mathbf{x}), \tag{2.11}
\end{align*}
$$

[^1]where $m$ is the mass of the particle and $U$ is the two-particle interaction potential, considered to be spherically symmetric. Furthermore, $\psi(\mathbf{x})$ is a bosonic operator field satisfying the commutation relations
\[

$$
\begin{equation*}
\left[\psi(\mathbf{x}), \psi^{\dagger}\left(\mathbf{x}^{\prime}\right)\right]=\delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \tag{2.12}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
[\psi(\mathbf{x}), \psi(\mathbf{x})]=0 . \tag{2.13}
\end{equation*}
$$

The eigenfunctions of the non-interacting problem are in the form of Bloch waves $\phi_{\nu, \mathbf{k}}(\mathbf{x})$, with $\nu$ the corresponding band. Turning attention towards the interaction, the Wannier basis functions, orthogonal and centered at the lattice sites, are suitable to describe the real space according to

$$
\begin{equation*}
\chi_{\nu, i}(\mathbf{x})=\frac{1}{2 \pi} \int_{B Z} d^{d} \mathbf{k} e^{i \mathbf{k} \cdot \mathbf{R}_{i}} \phi_{\nu, \mathbf{k}}(\mathbf{x}), \tag{2.14}
\end{equation*}
$$

where $\mathbf{R}_{i}$ are lattice coordinates and the integration is performed over the first Brillouin zone (BZ). Expressing the bosonic field in such basis, we obtain

$$
\begin{equation*}
\psi(\mathbf{x})=\sum_{v, i} \chi_{\nu, i}(\mathbf{x}) b_{\nu, i} \tag{2.15}
\end{equation*}
$$

with $b_{\nu, i}$ representing the annihilation operator of a particle from the band $\nu$ at the site $R_{i}$. Both operators $b_{\nu, i}$ and $b_{\nu, i}^{\dagger}$ satisfy the canonical commutation relations as follows

$$
\begin{equation*}
\left[b_{\nu, i}, b_{\nu^{\prime}, i^{\prime}}\right]=\delta_{i, i^{\prime}} \delta_{\nu, \nu^{\prime}} . \tag{2.16}
\end{equation*}
$$

Substituting this representation for the bosonic field in Eq. (2.15), the Hamiltonian
takes the form

$$
\begin{equation*}
H=-\sum_{\substack{i, j \\ \mu, \nu}} J_{i j}^{\mu, \nu} b_{\nu, i}^{\dagger} b_{\mu, j}+\frac{1}{2} \sum_{\substack{i, j, k, l \\ \nu_{1}, \nu_{2}, \nu_{3}, \nu_{4}}} U_{i j k l}^{\nu_{1} \nu_{2} \nu_{3} \nu_{4}} b_{\nu_{1}, i}^{\dagger} \dagger_{\nu_{2}, j}^{\dagger} b_{\nu_{3}, k} b_{\nu_{4}, l}, \tag{2.17}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{i j}^{\mu, \nu}=\int d^{d} \mathbf{x} \chi_{\mu, i}^{*}(\mathbf{x})\left(-\frac{\hbar^{2}}{2 m} \nabla+\mathcal{V}(\mathbf{x})\right) \chi_{\nu, j}(\mathbf{x}) \tag{2.18}
\end{equation*}
$$

is the hopping matrix element and

$$
\begin{equation*}
U_{i j k l}^{\nu_{1} \nu_{2} \nu_{3} \nu_{4}}=\int d^{d} \mathbf{x} U\left(\left|\mathbf{x}^{\prime}-\mathbf{x}\right|\right) \chi_{\nu_{1}, i}^{*}(\mathbf{x}) \chi_{\nu_{2}, j}^{*}\left(\mathbf{x}^{\prime}\right) \chi_{\nu_{3}, k}\left(\mathbf{x}^{\prime}\right) \chi_{\nu_{4}, l}(\mathbf{x}) \tag{2.19}
\end{equation*}
$$

is the interaction energy matrix element. Indeed, this is a quite general Hamiltonian. Due to the typical low temperatures considered, only the lowest energy states are populated by bosons and, therefore, one can disregard all but one Bloch band, accordingly. For deep lattices, the overlap of the Wannier functions is only relevant between first neighbors; hence, $J_{i j} \neq 0$ only in such cases. Furthermore, for a short ranged potential, one can discard all non-local interaction terms. These considerations combined lead to a much simpler yet complex Hamiltonian:

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j}+\frac{U}{2} \sum_{i} b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i} . \tag{2.20}
\end{equation*}
$$

The parameter $U$ represents the (tipically repulsive) interaction of bosons on the same lattice site. More precisely, it corresponds to the atom-atom s-wave scattering process, which can be regarded as an effective contact interaction of the form $U(\mathbf{r})=$ $g \delta(\mathbf{r})$, with a coupling constant $g=4 \pi \hbar^{2} a_{s} / m$ depending on the s-wave scattering length $a_{s}$ and mass $m$ of the atoms. By employing the local Wannier states $w(\mathbf{r})$, the term $U$ is expressed through the matrix element

$$
\begin{equation*}
U=g \int d \mathbf{r}|w(\mathbf{r})|^{4} \tag{2.21}
\end{equation*}
$$

On the other hand, the parameter $J$ indicates the hopping amplitude, a kinetic term involving the probability of tunneling between first neighbor sites. Explicitly, it is quantified as the following overlapping integral over adjacent Wannier functions

$$
\begin{equation*}
J=-\int d \mathbf{r} w\left(\mathbf{r}-\mathbf{r}_{i}\right)\left(-\hbar^{2} \frac{\nabla^{2}}{2 m}+V_{L}(\mathbf{r})\right) w\left(\mathbf{r}-\mathbf{r}_{j}\right) \tag{2.22}
\end{equation*}
$$

Therefore, the Bose-Hubbard model terms $U$ and $J$ can be related to the experimental parameters $\lambda, a_{s}$ and $V_{0}$ through Eqs. (2.21) and (2.22) [47,82], numerically calculating the band structure and obtaining the Wannier states [83, 84]. These prescriptions allow us to express temperatures in kelvin units and the lattice depth in terms of the recoil energy $E_{r}=\hbar^{2} \pi^{2} / 2 m a^{2}$, according to the values of $U$ and $J$ chosen. It is thus possible to consider our theoretical results within the context of an specific optical trap implementation, from which we select a gas of rubidium-87 atoms in simple cubic $[41,54]$ and square optical lattices $[85,86]$. This is our starting point for the next chapter.

## Chapter 3

## The Bose-Hubbard Model and the Density Anomaly

"Not only is the Universe stranger than we think, it is stranger than we can think."

Our investigation of the thermodynamics concerning the Bose-Hubbard model starts from the atomic limit. In this case, waterlike anomalies arise in a quite natural fashion, generated by a clear mechanism merging phase transitions and zero point entropies. Later, we include the hopping parameter in order to provide a complete analysis of the model.

As derived in the previous chapter, the dynamics of itinerant bosons in a lattice is governed by the Bose-Hubbard Hamiltonian ${ }^{1}$

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j}+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i} \tag{3.1}
\end{equation*}
$$

where $b_{i}^{\dagger}, b_{i}, n_{i}$ designates the bosonic creation, annihilation and number operators at site $i$, respectively; $\mu$ is the chemical potential. The parameter $U$ represents the on site interaction (typically repulsive, taking positive values) and $J$ accounts for the

[^2]hopping amplitude, a kinetic term involving the probability of tunneling between first neighbor sites.

### 3.1 Overview

The Bose-Hubbard model Hamiltonian as presented has two distinct ground states depending on the strength of the interaction $U$ compared to the hopping term $J$ : a superlfuid and a Mott insulator phase (which gives rise to a normal phase for finite temperatures).

## Superfluid Phase

If the tunneling matrix element is much larger than the onsite interaction, each atom is delocalized over the lattice and the many-body ground state can be expressed as a product state of zero quasi-momentum Bloch waves as follows

$$
\begin{equation*}
\left|\Psi_{S F}\right\rangle \propto\left(\sum_{i=1}^{L} b_{i}\right)^{N}|0\rangle \tag{3.2}
\end{equation*}
$$

considering $N$ bosons and $L$ lattice sites. The system can be described by a macroscopic wave function. Hence a macroscopic phase is well defined on each lattice site and the system is superfluid. This gives rise to a non zero expectation value of the field operator $\phi=\langle b\rangle$, the condensed order parameter. In the limit $N, L \rightarrow \infty$ at fixed density $N / L$, the state (3.2) becomes indistinguishable in a local measurement from a coherent state which factorizes into a product of local Poissonian states. Therefore the many-body state on a lattice site is a superposition of different atom numbers, following a Poissonian atom number distribution, as illustrated in Fig. 3.1. Despite the certainty in momentum space, the atom number per site is uncertain.


Figure 3-1: (a) Representation of the superfluid ground state $(U=0)$, with a Poissonian atom number statistics described in (b).


Figure 3-2: (a) Representation of the Mott insulator ground state ( $J=0$ ) with commensurate filling of the lattice, and Fock states in the atom number on each site (b).

## Mott Insulator Phase

On the other side, if the interaction is dominant over the hopping, then fluctuations in the number of atoms on a single site become energetically costly. The many-body ground state is then a product of local Fock states in the atom number for each lattice. In this so called atomic limit, the ground state for a commensurate filling of $n$ atoms per lattice site is simply given by

$$
\begin{equation*}
\left|\Psi_{M I}\right\rangle \propto \prod_{i=1}^{L}\left(b_{i}^{\dagger}\right)^{n}|0\rangle \tag{3.3}
\end{equation*}
$$

Each atom is localized to a lattice site and the number density is determined by the total number of particles or the chemical potential, see Fig. 3.1. In contrast to the certainty in the position space, no macroscopic phase coherence is prevalent in the system, with zero expectation value $\phi=\langle b\rangle=0$.

The competition between such terms generates a ground state phase diagram as exhibited in Fig. 3.1, which shows the boundary between the Mott insulating phase and the superfluid in terms of the tunneling coupling $J$ and the chemical potential $\mu$, in units of the onsite interaction $U$. When the strength of the interaction relative to the tunnelling is modified, the system may undergo a quantum phase transition [87] from the superfluid ground state to the Mott insulator ground state. Experimentally, such transitions were firstly observed by Greiner et al. [41], using rubidium-87 atoms trapped in a simple cubic optical lattice. Fig. 3.1 represents the time of flight images taken from these experiments. The sequence presents the collapse of the Bose-Einstein as the lattice depth is increased until the Mott insulator phase is reached.

Once we know the basic ingredients of this model, we are ready to explore its thermodynamics in the following sections.

### 3.2 Atomic Limit: where the anomaly is born

Here we analyze the thermodynamics of the atomic limit by setting $J=0$. With this choice, tunneling between different sites is forbidden and the superfluid phase,


Figure 3-3: Schematic representation of the Bose-Hubbard model ground state phase diagram, for bosons in a simple cubic lattice. The continuous superfluid/Mott insulator phase transition is shown as the blue dashed line.
which is composed by particles in a delocalized state, does not exist. Even in this limit, the model presents regions of waterlike anomalous density behavior, as we will be shown. In the context of quantum gases on optical traps this limit correspond to a strong trapping field. Noting that in this regime the Hamiltonian is becomes composed by single-site hamiltonians, $\hat{H}_{i}$, which are diagonalized with number operators eigenvectors $\hat{n}_{i}\left|n_{i}\right\rangle=n_{i}\left|n_{i}\right\rangle$. Hence the energy eigenvalue of a single site with occupation $n_{i}=n$ becomes

$$
\begin{equation*}
\epsilon_{n}=\frac{U}{2} n(n-1)-\mu n, \tag{3.4}
\end{equation*}
$$

and since lattice sites are distinguishable, quantum statistics end up identical to Boltzmann statistics [88].


Figure 3-4: Time of flight absorption images of multiple matter wave interference patterns adapted from Greiner's experiment [41]. These were obtained after suddenly releasing the atoms from an optical lattice potential with different potential depths $V_{0}$ after a time of flight of 15 ms .

## The Ground State Phase Transitions

We proceed by investigating the ground state phase transitions (GSPT). At $T=0$ and a given $\mu$, the grand canonical free energy $\Omega=V \omega$ (volume $V=v_{0} L$, with $v_{0}$ defining the lattice cell volume) is simply the result of the minimization procedure $\omega(T=0, \mu)=\min _{n} \epsilon_{n}$. Therefore $\omega(T=0, \mu)=\epsilon_{n}$ for $n$ satisfying $(n-1) U<\mu<n U$. This implies that GSPT occur whenever the chemical potential hits an integer value of the on site interaction, where a coexistence between successive occupation states $n$ and $n+1$, called Mott Insulators, takes place. This analysis yields the critical chemical potentials $\mu_{n}=n U$ and the corresponding critical pressures $P_{n} v_{0}=n(n+1) \frac{U}{2}$.

Calculating the densities that are observed in the GSPT at fixed chemical potential in the $\mu V T$ ensemble is simple and requires assuming that states $n$ and $n+1$ are equal a priori. The result is $v_{0} \rho_{n}=n+1 / 2$ and will not be the same observed at fixed pressures in the NPT ensemble, since the pressure is a non differentiable function of $\mu$ at the GSPT. These numbers can be obtained exactly within a two states description as will be explained in the Appendix A.

## Thermodynamics

The grand canonical partition function of the system can be expressed as:

$$
\begin{equation*}
Z(T, V, \mu)=\left(\sum_{n=0}^{\infty} e^{-\beta \epsilon_{n}}\right)^{L} \tag{3.5}
\end{equation*}
$$

where $\beta=1 / k_{B} T$, with $T$ being the temperature and $k_{B}$ the Boltzmann constant. Considering that $Z=e^{-\beta \Omega}$, the fundamental relation for the grand thermodynamic potential $\Omega$ becomes: The grand canonical partition function of the system can be expressed as:

$$
\begin{equation*}
\Omega(T, V, \mu)=-k_{B} T V \ln \left[\sum_{n=0}^{\infty} e^{-\beta \epsilon_{n}}\right] . \tag{3.6}
\end{equation*}
$$



Figure 3-5: (a) Density, (b) entropy, and (c) thermal expansion coefficient as a function of the chemical potential at fixed temperatures.

Pressure can be obtained using $\Omega=-P V$ and one can calculate density and entropy per site, employing the standard expressions:

$$
\begin{equation*}
\rho(T, \mu)=\frac{N}{V}=-\frac{1}{V}\left(\frac{\partial \Omega}{\partial \mu}\right)_{T} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
s(T, \mu)=\frac{S}{V}=-\frac{1}{V}\left(\frac{\partial \Omega}{\partial T}\right)_{\mu} \tag{3.8}
\end{equation*}
$$

For the purpose of comparing our results with other works on the literature of the Bose-Hubbard model, it will be important to write the thermal expansion coefficient in terms of appropriate variables. Through a Jacobian transformation [89, p. 364] one obtains:

$$
\begin{align*}
\alpha & =\frac{1}{V}\left(\frac{\partial V}{\partial T}\right)_{P, N}=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{P} \\
& =\alpha_{\mu}+\frac{1}{\rho}\left(\frac{\partial \rho}{\partial \mu}\right)_{T} \frac{\left(\frac{\partial \Omega}{\partial T}\right)_{\mu}}{\left(\frac{\partial \Omega}{\partial \mu}\right)_{T}} \tag{3.9}
\end{align*}
$$

where $\alpha_{\mu}$ was defined as:

$$
\begin{equation*}
\alpha_{\mu}(T, \mu)=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{\mu} \tag{3.10}
\end{equation*}
$$

Expressions (3.7)-(3.10) will be calculated in the $\mu V T$ ensemble and converted to the $N P T$ ensemble whenever necessary.

## Results and discussions

Before proceeding let us note that variables are reduced in terms of $U, v_{0}$ and $k_{B}$, as $T^{*}=k_{B} T / U, \mu^{*}=\mu / U$ and $P^{*}=P v_{0} / U$. Our analysis starts by comparing density, entropy and thermal expansion $\alpha$ as a function of chemical potential at fixed temperature (Fig. 3.2). Also note that $\alpha$ is the same used in the fluid literature and was calculated from (3.9). Fig. 3.2 (a) shows that the density is highly sensitive
to changes in the chemical potential around $\mu_{n}^{*}=n$, for integer $n$, and that this response becomes sharper at lower temperatures, approaching true phase transition discontinuities in the $T \rightarrow 0$ limit. This confirms that $\mu_{n}^{*}$ are indeed the critical values of the zero-temperature GSPT.

On Fig. 3.2 (b) entropy is shown to develop maximum values exactly at the critical chemical potentials $\mu_{n}^{*}$. As temperature decreases entropy goes to zero except at the transition points, where it becomes sharper and turn into a residual entropy in the limit $T \rightarrow 0$. Note that the maximum equals $s_{n}^{*}=\ln 2$ which is expected for a two state mixture. From the Maxwell relation

$$
\begin{equation*}
\left(\frac{\partial S}{\partial P}\right)_{T}=-\left(\frac{\partial V}{\partial T}\right)_{P}=-V \alpha, \tag{3.11}
\end{equation*}
$$

it follows that $\alpha$ is negative (positive) whenever entropy increases (decreases) with pressure ${ }^{2}$. Thus, an entropy maximum introduces an oscillation in thermal expansion $\alpha$, with its amplitude increasing as temperature is lowered according to Fig. 3.2 (c). The oscillations evolve to a peculiar double divergence with $\alpha \rightarrow-\infty(+\infty)$ as $\mu \rightarrow \mu_{n}^{-}\left(\mu_{n}^{+}\right)$. Indeed, such mechanism establishes a quite general connection between GSPT, residual entropy and density anomaly. The multiple configurations remaining from each critical point produce a macroscopic zero point entropy. When temperature is raised, the possibility of the system accessing these states can induce an anomalous behavior depending on the chosen external fields.

Next we discuss the emergence of TMD lines in the phase diagram of the model. On Fig. 3.2 their loci, corresponding to $\alpha=0$, are shown in a range of pressures covering two regions where density increases with temperature $(\alpha<0)$. As in our previous studies [90, 91], TMD lines are emanating from GSPT (filled circles) and draws a curve enclosing a region of the phase diagram starting and ending at $T=0$. The endpoint of these lines can be obtained by analyzing enthalpy variations for adding or excluding a particle in the system. Even though we have chosen to show two TMD lines starting from transitions at $P_{1}^{*}=1$ and 3 , the model exhibits an

[^3]

Figure 3-6: Pressure vs. temperature phase diagram with GSPT marked with filled circles and continuous lines representing the TMD. The anomalous states are represented by the filled areas.


Figure 3-7: Density as a function of temperature for fixed pressures. Density increases with temperature (region filled in purple) and presents a maximum (highlighted points over the continuous purple curve) for pressures slightly below (dashed lines) the critical pressure $P_{1}^{*}=1$ (continuous black line). Density decreases monotonically with temperature for pressures above (dotted line) the critical value. The inset contains the $P \times T$ phase diagram featuring a TMD line and the pressures chosen.
infinite number of GSPT and also an infinite number of regions in the $P \times T$ phase diagram where $\alpha<0$.

A more detailed view on the density behavior is presented in Fig. 3.2, where it is plotted against temperature at pressures slightly above, below and equal to the critical value $P_{1}^{*}=1$. It is interesting to observe that density increases with temperature below $P_{1}^{*}$, reaching a maximum value and then decreasing again, while above $P_{1}^{*}$ density decreases, as in a normal fluid. Exactly at $P_{1}^{*}$ density reaches a fixed value at about the same temperature where the TMD line becomes horizontal in the $P \times T$ phase diagram (see the inset of Fig. 3.2). It is possible to calculate this value within a low temperature, two-states expansion (see Appendix A), resulting in the polynomial:

$$
\begin{equation*}
\left(1-2 \delta_{n}\right)^{n+1}=2\left(1+2 \delta_{n}\right)^{n} \tag{3.12}
\end{equation*}
$$

where $\delta_{n}=\bar{\rho}_{n}^{*}-\rho_{n}^{*}$, with $\bar{\rho}_{n}^{*}\left(\rho_{n}^{*}=n+1 / 2\right)$ being the critical density at fixed pressure (fixed chemical potential) for the $n$-th transition. From this it is possible to find $\bar{\rho}_{1}^{*}$, the critical density at constant pressure for $n=1$, as

$$
\begin{equation*}
\bar{\rho}_{1}^{*}=\frac{5-\sqrt{5}}{2} \approx 1.381966 \tag{3.13}
\end{equation*}
$$

Accordingly, the critical densities obtained from Eq.(3.12) are indeed relevant as they predict the maximum densities found along the TMD lines emanating from GSPT at critical pressures $P_{n}^{*}=n(n+1) / 2$. Next, let us compare the low temperature aspects of $\alpha$ and $\alpha_{\mu}$ by rewriting Eq. (3.9) as:

$$
\rho\left(\alpha-\alpha_{\mu}\right)=\frac{s}{\rho}\left(\frac{\partial \rho}{\partial \mu}\right)_{T}
$$

At small temperatures, it follows from the r.h.s. of this expression that $\alpha \approx \alpha_{\mu}$ for $\mu \neq \mu_{n}$ since $\lim _{T \rightarrow 0} s \rightarrow 0$. Consequently, $\alpha$ and $\alpha_{\mu}$ are resembling functions at low temperatures, and $\alpha_{\mu}<0$ can be used to infer a waterlike behavior in the NPT. As shown in Fig. 3.2, near the ground state phase transition between fluid phases with $n=1$ and $n=2$ particles at $\mu_{1}^{*}=1, \alpha_{\mu}$ presents an oscillation similar to $\alpha$, this


Figure 3-8: Thermal expansion coefficients at fixed pressure and chemical potential, $\alpha^{*}$ and $\alpha_{\mu}^{*}$, as a function of chemical potential at temperature $T^{*}=0.05$. At low temperature the behavior of both coefficients are similar (see text).
being a signature of the proximity to the GSPT and waterlike behavior [90].

### 3.3 Complete Scenario

The difficulty in solving the Bose-Hubbard Hamiltonian comes from the distinct role played by its two characteristic parameters: its non interacting limit is diagonal in the momentum space whereas its atomic limit is diagonal in position space. Several treatments to model the thermodynamics were develop during the past decades [92]. They comprehend mean field approaches [93, 94], Bogoliubov approximation for weak interactions [95], perturbative methods using Green's functions, exact diagonalization procedures, path integral quantum Monte Carlo (QMC) using the worm algorithm [96], bosonic dynamical mean field theory (BDMFT) [97, 98], just to name a few.

## The Self-energy Functional Theory

In order to map the thermodynamics of the bosons we employ a variational and non-perturbative self-consistent approach, the self-energy functional theory derived by

Hügel et al. [99], inspired in the original works for fermions by Potthoff [100]. The formalism, which includes $U(1)$ symmetry breaking and comprehends previous BDMFT approaches [97, 98, 101-103], is based on successive Legendre transformations of the free energy functional $\Omega$ leading to a new functional $\Omega_{S E}$ of the self-energies. The approximation scheme to the many-body problem constricts the variational space: the self-energy domain is restricted to a subspace of self-energies of a simpler reference system. Then, the original problem is transformed into determining stationary solutions of this new functional in terms of the reference system's free propagators. This section is devoted to provide an overview of the method, following the references [99, 104, 105] .

First, we write the Hamiltonian of Eq. (3.1) in a more concise and general form

$$
\begin{equation*}
H=\frac{1}{2} \mathbf{b}_{\alpha}^{\dagger} \mathbf{t}_{\beta}^{\alpha} \mathbf{b}^{\beta}+\mathcal{V}+\mathbf{F}_{\alpha}^{\dagger} \mathbf{b}^{\alpha} \tag{3.14}
\end{equation*}
$$

including an explicit symmetry breaking field $\mathbf{F}$ which couples to the bosonic operators. In this notation, we use the Einstein summation convention and the superindex $\alpha$ spans the site index $i$ as well as the Nambu index $\nu$. Explicitly, the bosonic operator reads as $\mathbf{b}_{\alpha}^{\dagger} \equiv \mathbf{b}_{i \nu}^{\dagger}=\left(b_{i}^{\dagger}, b_{i}\right)_{\nu}$, with commutation relations $\left[\mathbf{b}_{\alpha}, \mathbf{b}_{\beta}^{\dagger}\right]=\left(\mathbf{1} \otimes \sigma_{z}\right)_{\beta}^{\alpha}$. Also, we have the generalized hopping $\mathbf{t}_{\beta}^{\alpha}=\mathbf{t}_{j \nu}^{i \eta}=t_{i j} \otimes \mathbf{1}_{\eta \nu}$ and interaction of the form $\mathcal{V}=U_{\alpha \beta \gamma \delta} \mathbf{b}^{\alpha} \mathbf{b}^{\beta} \mathbf{b}^{\gamma} \mathbf{b}^{\delta}$.

Including finite temperature effects (with $k_{B} T=1 / \beta$ ), the partition function $\mathcal{Z}=\operatorname{Tr}\left[\mathcal{T} e^{-\mathcal{S}}\right]$ follows as a trace comprising the imaginary time ordered exponential of the action $\mathcal{S}$ [106-108],

$$
\begin{align*}
\mathcal{S}\left[\mathbf{F}, \mathbf{G}_{0}^{-1}\right]= & -\frac{1}{2} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \mathbf{b}^{\dagger}(\tau) \mathbf{G}_{0}^{-1}\left(\tau, \tau^{\prime}\right) \mathbf{b}\left(\tau^{\prime}\right) \\
& +\int_{0}^{\beta} d \tau \mathcal{V}[\mathbf{b}(\tau)]+\int_{0}^{\beta} d \tau \mathbf{F}^{\dagger} \mathbf{b}(\tau) \tag{3.15}
\end{align*}
$$

written according to its explicit dependence on $\mathbf{F}$ and the non-interacting Green's function $\mathbf{G}_{0}$

$$
\begin{equation*}
\mathbf{G}_{0}^{-1}=\delta\left(\tau-\tau^{\prime}\right)\left(-\left[\mathbf{1} \otimes \sigma_{z}\right] \partial_{\tau^{\prime}}-\mathbf{t}\right) \tag{3.16}
\end{equation*}
$$

From the partition function, averages can be defined as $\langle O(\tau)\rangle=\operatorname{Tr}\left[\mathcal{T} e^{-S} O(\tau)\right] / \mathcal{Z}$. Also, its logarithm provides the free energy $\Omega\left[\mathbf{F}, \mathbf{G}_{0}^{-1}\right]=-\ln [\mathcal{Z}] / \beta$, which is a generating functional of the propagators: the condensate Green's function $\boldsymbol{\Phi}$

$$
\begin{equation*}
\beta \frac{\delta \Omega}{\delta \mathbf{F}^{\dagger}}=\langle\mathbf{b}\rangle \equiv \mathbf{\Phi} \tag{3.17}
\end{equation*}
$$

and the connected interacting Green's function $\mathbf{G}$

$$
\begin{equation*}
2 \beta \frac{\delta \Omega}{\delta \mathbf{G}_{0}^{-1}}=-\left\langle\mathbf{b}(\tau) \mathbf{b}^{\dagger}\left(\tau^{\prime}\right)\right\rangle \equiv \mathbf{G}\left(\tau, \tau^{\prime}\right)-\mathbf{\Phi}^{\dagger} \mathbf{\Phi} \tag{3.18}
\end{equation*}
$$

Further details regarding products and traces are addressed in the Appendix B.
Based on a Legendre transformation, the free energy functional dependence can be exchanged from $\mathbf{F}$ and $\mathbf{G}_{0}^{-1}$ to the dressed propagators $\boldsymbol{\Phi}$ and $\mathbf{G}$, leading to the Baym-Kadanoff functional [109-112]

$$
\begin{align*}
\beta \Omega_{B K}[\boldsymbol{\Phi}, \mathbf{G}]= & \mathbf{F}^{\dagger} \boldsymbol{\Phi}-\frac{1}{2} \boldsymbol{\Phi}^{\dagger} \mathbf{G}_{0}^{-1} \boldsymbol{\Phi}+\frac{1}{2} \operatorname{Tr}\left[\mathbf{G}_{0}^{-1} \mathbf{G}\right] \\
& +\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}^{-1}\right]+\Phi_{L W}[\boldsymbol{\Phi}, \mathbf{G}] \tag{3.19}
\end{align*}
$$

In Eq. (3.19), $\Phi_{L W}[\boldsymbol{\Phi}, \mathbf{G}]$ is the Luttinger-Ward functional [113, 114], a universal contribution which encompasses the complexity of the many-body system, containing all two-particle irreducible (2PI) diagrams [115, 116]. At the physical solution, the functional $\Omega_{B K}[\mathbf{\Phi}, \mathbf{G}]$ is stationary

$$
\begin{equation*}
\frac{\delta \Omega_{B K}}{\delta \boldsymbol{\Phi}^{\dagger}}=0, \quad \frac{\delta \Omega_{B K}}{\delta \mathbf{G}}=0 \tag{3.20}
\end{equation*}
$$

and it is equal to the equilibrium free energy $\Omega_{B K}=\Omega$. The variations

$$
\begin{equation*}
\beta \frac{\delta \Omega_{B K}}{\delta \boldsymbol{\Phi}^{\dagger}}=\mathbf{F}-\mathbf{G}_{0}^{-1} \mathbf{\Phi}+\frac{\delta \Phi_{L W}}{\delta \boldsymbol{\Phi}^{\dagger}} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \beta \frac{\delta \Omega_{B K}}{\delta \mathbf{G}}=\mathbf{G}_{0}^{-1}-\mathbf{G}^{-1}+2 \frac{\delta \Phi_{L W}}{\delta \mathbf{G}} \tag{3.22}
\end{equation*}
$$

associated to the conditions of Eq. (3.20) lead to the following identification

$$
\begin{equation*}
\boldsymbol{\Sigma}_{1 / 2}=-\frac{\delta \Phi_{L W}}{\delta \boldsymbol{\Phi}^{\dagger}}, \quad \boldsymbol{\Sigma}=-2 \frac{\delta \Phi_{L W}}{\delta \mathbf{G}} \tag{3.23}
\end{equation*}
$$

where $\Sigma_{1 / 2}$ and $\Sigma$ are the one and two-point self-energies, respectively. Therefore, the propagators obey the Dyson's equations

$$
\begin{equation*}
\mathbf{G}_{0}^{-1} \boldsymbol{\Phi}=\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}^{-1}=\mathbf{G}_{0}^{-1}-\Sigma \tag{3.25}
\end{equation*}
$$

With another Legendre transform, the Baym-Kadanoff functional dependence can be exchanged from the one and two-point propagators $\boldsymbol{\Phi}$ and $\mathbf{G}$ to their respective self-energies $\boldsymbol{\Sigma}_{1 / 2}$ and $\boldsymbol{\Sigma}$, yielding the self-energy functional

$$
\begin{array}{r}
\beta \Omega_{S E}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]=\frac{1}{2}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)^{\dagger} \mathbf{G}_{\mathbf{0}}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right) \\
\quad+\frac{1}{2} \operatorname{Tr} \ln \left[-\left(\mathbf{G}_{\mathbf{0}}^{-1}-\boldsymbol{\Sigma}\right)\right]+\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right] \tag{3.26}
\end{array}
$$

The universal functional $\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]=\Phi_{L W}[\boldsymbol{\Phi}, \mathbf{G}]+\boldsymbol{\Sigma}_{1 / 2}^{\dagger} \boldsymbol{\Phi}+\frac{1}{2} \operatorname{Tr}[\boldsymbol{\Sigma} \mathbf{G}]$ is simply the Legendre transform of the Luttinger-Ward functional $\Phi_{L W}[\mathbf{\Phi}, \mathbf{G}]$, with the following
variations

$$
\begin{equation*}
\frac{\delta \mathcal{F}}{\delta \boldsymbol{\Sigma}_{1 / 2}^{\dagger}}=\mathbf{\Phi}, \quad 2 \frac{\delta \mathcal{F}}{\delta \boldsymbol{\Sigma}}=\mathbf{G} \tag{3.27}
\end{equation*}
$$

At the physical solution, $\Omega_{S E}$ is stationary and equal to the free energy $\Omega_{S E}=\Omega_{B K}=$ $\Omega$ (as a result of $\Omega, \Omega_{B K}$ and $\Omega_{S E}$ being connected by successive Legendre transforms), yielding once again the Dyson's equations

$$
\begin{equation*}
0=\beta \frac{\delta \Omega_{S E}}{\delta \boldsymbol{\Sigma}_{1 / 2}^{\dagger}}=-\mathbf{G}_{\mathbf{0}}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)+\mathbf{\Phi} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
0=2 \beta \frac{\Omega_{S E}}{\delta \boldsymbol{\Sigma}}=-\left(\mathbf{G}_{\mathbf{0}}^{-1}-\mathbf{\Sigma}\right)^{-1}+\mathbf{G} \tag{3.29}
\end{equation*}
$$

The mentioned universality of the functional $\mathcal{F}$ enables us to overcome its complexity with the introduction of an exactly solvable reference system (denoted by primed quantities) exhibiting the same symmetry and interactions as the original one. According to Eq. (3.26), the reference system's self-energy functional

$$
\begin{gather*}
\beta \Omega_{S E}^{\prime}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]=\frac{1}{2}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}\right)^{\dagger} \mathbf{G}_{0}^{\prime}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}\right) \\
\quad+\frac{1}{2} \operatorname{Tr} \ln \left[-\left(\mathbf{G}_{0}^{\prime-1}-\boldsymbol{\Sigma}\right)\right]+\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right] \tag{3.30}
\end{gather*}
$$

evaluated at the physical solutions $\boldsymbol{\Sigma}_{1 / 2}=\boldsymbol{\Sigma}_{1 / 2}^{\prime}$ and $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\prime}$ is equal to the reference system's free energy $\Omega_{S E}^{\prime}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right]=\Omega^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]$. Subtracting Eq. (3.30) from Eq. (3.26), $\Omega_{S E}$ evaluated at $\boldsymbol{\Sigma}_{1 / 2}=\boldsymbol{\Sigma}_{1 / 2}^{\prime}$ and $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\prime}$ becomes

$$
\begin{align*}
& \beta \Omega_{S E}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right]=\beta \Omega^{\prime}+\frac{1}{2}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)^{\dagger} \mathbf{G}_{0}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right) \\
& -\frac{1}{2}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)^{\dagger} \mathbf{G}_{0}^{\prime}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)+\frac{1}{2} \operatorname{Tr} \ln \left[\frac{\mathbf{G}_{0}^{-1}-\boldsymbol{\Sigma}^{\prime}}{\mathbf{G}_{0}^{\prime-1}-\boldsymbol{\Sigma}^{\prime}}\right] . \tag{3.31}
\end{align*}
$$

Therefore, the solution of the reference system provides a parametrization of the self-energies in terms of $\mathbf{F}^{\prime}$ and $\mathbf{G}_{0}^{\prime}$, which allows the construction of the self-energy functional theory approximation $\Omega_{S F T}$ to the self-energy functional $\Omega_{S E}$ according to

$$
\begin{equation*}
\Omega_{S F T}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]=\Omega_{S E}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime}\right], \boldsymbol{\Sigma}^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime}\right]\right] \tag{3.32}
\end{equation*}
$$

The approximation consists in constraining the variational principle to the subspace of self-energies of the reference system; this procedure applied to the variations of Eqs. (3.28) and (3.29) yields the Euler equations $\delta_{\mathbf{F}^{\prime}} \Omega_{S F T}=0$ and $\delta_{\mathbf{G}_{0}^{\prime-1}} \Omega_{S F T}=0$.

In particular, we choose a local reference system, the SFA3 minimal construction [99], comprehending three variational parameters: the $U(1)$ symmetry-breaking linear field $F^{\prime}$ conjugated to the creation $b^{\dagger}$ and annihilation $b$ operators; the two fields $\Delta_{00}$, coupled with the density $b^{\dagger} b$, and $\Delta_{01}$, conjugated to pair creation $b^{\dagger} b^{\dagger}$ and pair annihilation $b b$ operators. The Hamiltonian describing the bosonic state is given by

$$
\begin{equation*}
H^{\prime}\left[\mathbf{F}^{\prime}, \boldsymbol{\Delta}\right]=\frac{1}{2} \mathbf{b}^{\dagger} \boldsymbol{\Delta} \mathbf{b}+\frac{U}{2} n(n-1)-\mu n+\mathbf{F}^{\prime \dagger} \mathbf{b} \tag{3.33}
\end{equation*}
$$

where $\mathbf{b}=\left(b, b^{\dagger}\right), \mathbf{F}^{\prime}=\left(F^{\prime}, F^{\prime *}\right)$ and $\boldsymbol{\Delta}=\Delta_{00} \mathbf{1}+\Delta_{01} \sigma_{x}$.
Therefore, the states of thermodynamic equilibrium are determined by the stationary points of $\Omega_{S F T}$, given by $\nabla \Omega_{S F T}\left[F, \Delta_{00}, \Delta_{01}\right]=0$ (or $\delta_{\mathbf{F}^{\prime}} \Omega_{S F T}=0$ and $\delta_{\Delta} \Omega_{S F T}=0$ ). The functional can be evaluated according to the steps developed throughout the Appendix B. The code employed in our calculations is also available in Appendix C.

### 3.4 Density anomaly

From the equilibrium free energy $\Omega=\Omega_{S F T}$ calculated previously, the density is given by

$$
\begin{equation*}
\rho=-\frac{1}{V}\left(\frac{\partial \Omega}{\partial \mu}\right)_{T} \tag{3.34}
\end{equation*}
$$



Figure 3-9: The density $\rho$ as a function of the reduced temperature $k_{B} T / U$ (bottom) and the temperature $T$ in nanokelvin units (top) at fixed pressures for hopping amplitudes: (a) $z J=0.06 U$, (b) $z J=0.12 U$, and (c) $z J=0.30 U$, considering a simple cubic lattice $(z=6)$. The superfluid phase is highlighted in blue while the normal phase is portrayed in white. Blue dashed lines denote the boundaries between superfluid and normal phases, while orange dotted lines represent the TMD curves. In (a), the inset exhibits a zoom of isobaric curves in the superfluid phase, while the red point signals the atomic limit critical point at $T=0$. The triangular points denote the maximum temperatures reached by each TMD curve.


Figure 3-10: The density $\rho$ as a function of the reduced temperature $k_{B} T / U$ (bottom) and the temperature $T$ in nanokelvin units (top) at fixed pressures for hopping amplitudes: (a) $z J=0.06 U$, (b) $z J=0.12 U$, and (c) $z J=0.30 U$, considering a square lattice ( $z=4$ ).

Table 3.1: Experimental parameters regarding potential depths $V_{0}$, scattering length $a_{s}$, and laser wavelengths $\lambda$ of optical lattices implemented using different alkali metal elements, for the hopping amplitudes $z J=0.06 U$ and $z J=0.12 U$. The maximum temperatures in which density anomalies are observed in superfluid $T_{S F}$ and normal phases $T_{N A}$ (the highlighted triangular points in Fig. ?? and Fig. ??) are also addressed. In the 2D scenarios, the vertical confinement is achieved by an optical potential along the $z$ axis. For rubidium-87 [86] the lattice depth is $V_{0, z}=26 E_{r}$ while the cesium-133 [117] atoms are confined in a Gaussian wavepacket of width $a_{z}=0.30 \mu \mathrm{~m}$.

| Element | Geometry | $\lambda(\mathrm{nm})$ | $a_{s}\left(a_{0}\right)$ | $z J=0.06 U$ |  |  | $z J=0.12 U$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $V_{0} / E_{r}$ | $T_{N A}(\mathrm{nK})$ | $T_{S A}(\mathrm{nK})$ | $V_{0} / E_{r}$ | $T_{N A}(\mathrm{nK})$ | $T_{S A}(\mathrm{nK})$ |
| ${ }^{23} \mathrm{Na}[118]$ | Simple Cubic $(z=6)$ | 595 | 52 | 18.30 | 88.35 | 10.68 | 15.49 | 74.67 | 17.82 |
| ${ }^{87} \mathrm{Rb}[41]$ | Simple Cubic $(z=6)$ | 852 | 103 | 16.95 | 14.76 | 1.78 | 14.25 | 12.39 | 2.95 |
| ${ }^{87} \mathrm{Rb}[86]$ | Square $(z=4)$ | 1064 | 103 | 15.64 | 8.13 | 0.95 | 12.85 | 7.00 | 1.69 |
| ${ }^{133} \mathrm{Cs} \mathrm{[117]}$ | Square $(z=4)$ | 1064 | 310 | 16.65 | 4.36 | 0.51 | 13.77 | 3.77 | 0.91 |

where $V=N_{s} a^{d}$ is the volume and $N_{s}$ is the number of lattice sites. Its temperature dependence at fixed pressure $P$ is determined by the isobaric thermal expansion coefficient

$$
\begin{equation*}
\alpha=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{P} . \tag{3.35}
\end{equation*}
$$

For $\alpha<0$, density increases with temperature and a region of anomalous density behavior is identified by a temperature of maximum density (TMD) line defined as $\alpha=0$. The pressure is fixed employing the Gibbs-Duhem relation $d P=\rho d \mu+s d T=$ 0 , where $s=-\frac{1}{V}\left(\frac{\partial \Omega}{\partial T}\right)_{\mu}$ is the entropy density and $P$ is related to the grand-canonical potential according to $-P V=\Omega=\Omega_{S F T}$.

Considering a simple cubic lattice, with $z=6$, Figs. 3-9(a)-(c) illustrate the density $\rho$ versus the reduced temperature $k_{B} T / U$ at fixed pressures (represented as black lines) for increasing hopping amplitudes: (a) $z J=0.06 U$, (b) $z J=0.12 U$ and (c) $z J=0.30 U$. The corresponding potential depths, which decrease from (a) to (c), and temperature scales in nanokelvin units are calculated considering atoms of rubidium-87, with realistic values based on the experiments performed by Greiner et al. [41]. The superfluid to normal phase boundary is illustrated as a reentrant dashed blue line and the blue filled area represents the superfluid phase. Figs. 3-9(a)-(b) show that at sufficient high values of $V_{0}$ (low values of $z J / U$ ) there are two regions in which density presents a local maximum, the TMD curves represented as orange dots: one at the normal phase (normal phase anomaly, NA) and another at the superfluid
phase (superfluid phase anomaly, SA). The maximum temperature values reached by the TMD curves are highlighted as triangular black points.

Fig. 3-9(a) portrays a large area in the density versus temperature phase diagrams where the NA is present. However, as the hopping increases, according to Fig. 3$9(\mathrm{~b})$, the anomaly occupies a smaller region in temperatures. In addition to the normal phase TMD, the superfluid phase also exhibits a density anomalous behavior illustrated in Fig. 3-9(a), with a few superfluid isobaric densities drawn in the inset. When the hopping becomes larger it dominates the free energy, leading the superfluid to occupy a bigger region in the phase diagram and suppressing both superfluid and normal anomalies, as presented Fig. 3-9(c).

Analogously, Fig. 3-10 displays the two dimensional results considering a square lattice geometry, with $z=4$. For comparison reasons, we chose the same ratios $z J / U$ as shown in Fig. 3-9. The superlfuid domain exhibits a small retraction when compared to the simple cubic case. In spite of this, the same general behavior is observed. Specifically, Fig. 3-10(a) presents the density anomaly in both phases; the anomaly is reduced for a larger hopping amplitude as illustrated in Fig. 3-10(b), and finally it vanishes completely as shown in Fig. 3-10(c). For this two dimensional system, the respective potential depths and temperature scales in nanokelvin units are calculated also considering atoms of rubidium-87, with parameters according to the experiments performed by Sherson et al. [86].

Although the upper temperature scales and potential depths addressed in Figs. 39 and $3-10$ refer to specific setups using rubidium-87, they can be adapted to other elements. Indeed, we collect in Table 3.1 the temperatures, $T_{S A}$ and $T_{N A}$, that must be achieved for experimentally detecting SA and NA not only for the previous cases of rubidium- 87 but also for sodium- 23 [118] (in a simple cubic lattice) and cesium133 [117, 119, 120] (in a square lattice). These points are marked as the triangular symbols over the TMD curves.


Figure 3-11: Considering square $(d=2)$ and simple cubic $(d=3)$ lattices, the entropy (a) and thermal expansion coefficient (b) are exhibited as functions of the chemical potential $\mu$ for $z J=0.06 U$ at $k_{B} T=0.023 U$ deep in the superfluid regime. The respective insets depict the atomic limit $(J=0)$ scenario.

### 3.5 Residual entropy mechanism

The density anomalies in the normal fluid can be traced back to the ground state phase transitions between Mott Insulators of successive occupation numbers [121]. This anomalous behavior, present even in the absence of hopping, arises from the competition between the chemical potential, which promotes the boson occupation in the lattice, with the on site repulsion interaction $U$, which favors the boson removal. As the temperature increases, entropy first favors filling up the sites but, for high enough temperatures, entropy increases by removing particles from the system to increase the mobility of the particles left. This is a classical behavior similar to that of liquid water, where bonding and non-bonding structures compete: at lower temperatures density increases by disrupting hydrogen bonds while at higher temperatures enhanced particles' velocities increase the available volume, decreasing density. The novelty here is that this phase is not completely destroyed by the hopping, persisting for values of the $J$ possible to be observed experimentally.

Indeed, the hopping brings a new phenomenon not observed for $J=0$ : the SA, a quantum density anomaly. The physical origin of this behavior is also the competition between chemical potential and the repulsion $U$. But for the SA the TMD line appears at lower temperatures and higher densities when compared with the NA, because in this case the hopping contributes to the temperature effects, favouring the movement and the spread of particle over the lattice.

Such competition of interaction scales can also be translated in terms of degeneracies and residual entropies. Inhibiting the hopping, a ground state degeneracy, related to a phase transition in number occupation between Mott Insulators, is settled whenever the chemical potential $\mu$ reaches an integer value of the interaction $U$. At such transition points, two states are equally accessible and this degeneracy accounts for an observed macroscopic residual entropy of $k_{B} \ln 2$ per site. For finite temperatures, zero point entropies produce peaks near those points as the chemical potential is varied, see the inset of Fig. 3-11(a). By turning on the tunneling probability adiabatically the superfluid phase emerges exactly from Mott Insulator transition
points, mitigating residual entropies, since the previous degeneracy gets lifted. Thus, by turning on the hopping transition the previously mentioned entropy peaks remain deep in the superfluid phase but are less prominent, as shown in Fig. 3-11(a) for $z J=0.06 U$ and $k_{B} T=0.023 U$. Formally, the entropy peaks mark a change in the behavior of density with temperature according to the Maxwell relation

$$
\begin{equation*}
\left(\frac{\partial s}{\partial \mu}\right)_{T}=\left(\frac{\partial \rho}{\partial T}\right)_{\mu}=-\rho \alpha_{\mu} \tag{3.36}
\end{equation*}
$$

which results in the sign flip of thermal expansion in the superfluid phase illustrated in Fig. 3-11(b).

### 3.62 D in situ observation including confinement effects

On the basis of the recently developed in situ measurements of ultracold gases in optical lattices [122], we discuss a physical realization of the reported phenomenon considering rubidium-87 atoms disposed in a square lattice, as Fig. 3-12(a) depicts. These modern tools encompass high resolution absorption [117, 120], fluorescence imaging [85, 86] and even scanning electron microscopy [123], each technique with its specific applications. Considering the range of density and fluctuations presented here, our theoretical proposal appears better suited to the absorption imaging realized by Chin et al. [117, 120], complementing the well known time-of-flight methods which probe the system in momentum space. In such experimental framework, in situ density distributions $\rho(x, y)$ of 2D gases can be determined by performing absorption imaging perpendicular to the horizontal plane $x y$. This technique allows mapping the occupation number at a single site resolution, providing direct access to density fluctuations, which is our ultimate goal in the analysis of the anomaly.

In our discussion, the confinement effects of the harmonic trapping field, represented in Fig. 3-12(b), are considered using a local density approximation (LDA). The harmonic confinement potential is given by $V_{h}(r)=\frac{1}{2} m \omega^{2} r^{2}$, where $r=\sqrt{x^{2}+y^{2}}$ is


Figure 3-12: The density distribution in the normal phase, considering harmonic confinement effects. (a) The two dimensional configuration of a square optical lattice is created by counter propagating red detuned laser beams. The additional harmonic effects are represented in (b) where the optical potential $V(\mathbf{r})$ and the intensity profile $I(\mathbf{r})$ are schematically shown. (c) The phase diagram $\rho$ versus $T$ for the configuration $V_{0}=15.64 E_{r}(z J=0.06 U)$ highlights two chosen temperatures $k_{B} T=0.08 U$ (blue) and $k_{B} T=0.18 U$ (red). Considering the LDA scenario, the density $\rho$ is mapped in the $x y$ plane for the respective temperatures in (d) and (e).


Figure 3-13: Analysis of the set up presented in Fig. 3-12. Panel (a) shows the pressure $P$ for two different temperatures ( $k_{B} T=0.08 U$ and $k_{B} T=0.18 U$ ) and their relative differences $\Delta P / P$ as a function of the radial distance $r$. The gray area signals the distances where such pressure deviation becomes greater than $5 \%$. (b) The density profiles for these temperatures are exhibited as functions of distances as well as their difference $\Delta \rho$, with the anomalous region ( $9 a \leq r \leq 14 a$ ) delimited by two TMD points (orange squares). (c) $\Delta \rho$ is represented as a color map in the $x y$ plane.
the radial distance from the center of the trap and the associated oscillation frequency $\omega$ is fixed at $\omega / 2 \pi=60 \mathrm{~Hz}$, as typically chosen. Consequently, in the LDA framework the chemical potential across the lattice takes the form $\mu(r)=\mu_{0}-V_{h}(r)$. The lattice depth is held at $V_{0}=15.64 E_{r}(z J=0.06 U)$ as already discussed in Fig. 3-10(a). Furthermore, the total number of particles is kept constant $N_{\text {total }}=1096$ as well as the total pressure $P_{\text {total }}=1.9765 U / a^{2}$. Under these described conditions, such quantities satisfy the equation of state [124, 125]

$$
\begin{equation*}
P_{t o t a l}=\frac{m \omega^{2}}{2 \pi} N_{\text {total }} \tag{3.37}
\end{equation*}
$$

as demonstrated in Appendix D. This simple relation implies that if $N_{\text {total }}$ is fixed, then $P_{\text {total }}$ is naturally held constant. Given all these parameters, we restrict our analysis to the normal phase anomaly since the variations in density with temperature are more prominent.

Since we want to investigate how the density behaves when temperature is changed at fixed pressure, Figs. 3-12(d) and (e) exhibit the density $\rho$ on each lattice site of the $x y$ plane for temperatures $k_{B} T=0.08 U(T=2.97 \mathrm{nK})$ and $k_{B} T=0.18 U$ ( $T=6.68 \mathrm{nK}$ ), respectively. These two temperatures are also marked as blue and red straight lines in the phase diagram of Fig. 3-12(c), showing that only the normal phase is present. In a qualitative perspective, it is observed a melting of the steps as temperature is raised and a larger number fluctuation between the steps of integer density. Quantitatively, a closer look at how the local pressure $P$ varies across the radial direction is discussed in Fig. 3-13(a). Due to the finite difference between such temperatures $k_{B} \Delta T=0.1 U$, there are differences in pressure $\Delta P$ compared to their respective values at each site which are less than $5 \%$ until $r=14 a$. Larger distances are filled in gray, comprehending an area where the relative difference $\Delta P / P$ grows towards the boundaries of the lattice. Hence, the pressure is kept approximately constant at each site except inside the gray area, where $r>14 a$. Fig. 3-13(b) shows the radial density profiles in greater detail, with their difference $\Delta \rho$ in green. This curve shows oscillations, taking on positive values. These positive values indicates
the density anomaly and are limited by two TMD points, shown as orange square points. Finally, Fig. 3-13(c) summarizes our analysis where the difference in density $\Delta \rho$ is represented through a color map in the $x y$ plane. The anomalous region $\Delta \rho>0$ denotes an increase in density with temperature at fixed pressure, while the regular behavior corresponds to $\Delta \rho<0$. As previously, the gray area excludes the regions where the local pressure does not remain fixed. Under these circumstances, we have shown a signature of the density anomaly in this 2D configuration, illustrated as the red circular ring of Fig. 3-13(c).

## Chapter 4

## Specific heat anomaly and correlations in the Bose-Hubbard model

"O ser humano normal acredita no que vê, no que experimenta e no que sabe. O fingidor histérico, naquilo que aprendeu a dizer."

- Olavo de Carvalho

In the field of condensed matter physics, the specific heat is a valuable physical observable that provides general information regarding the energy spectrum of a system, a key to its microscopic details [126,127]. It encodes information on the entropy, a useful thermodynamic quantity directly connected to such microscopic degrees of freedom, which is in general inaccessible by direct measurements. Among interesting anomalous properties, the appearance of a second peak in the specific heat at low temperatures, known as the Schottky-type anomaly, is experimentally and theoretically observed in several frustrated systems. Typical examples are the magnetic systems on geometrically frustrated lattices with kagome, triangular, or pyrochlore structures. Experimentally, the double-peak anomaly is measured in magnetic pyrochlore oxides [128], the canonical spin-ice material $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ [129-131] and $\mathrm{Tb}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ [132], their mixtures $\mathrm{Dy}_{2-x} \mathrm{~Tb}_{x} \mathrm{Ti}_{2} \mathrm{O}_{7}$ [133], lead-based pyrochlores [134],
and spin-glasses like $\mathrm{R}_{2} \mathrm{Mo}_{2} \mathrm{O}_{7}(\mathrm{R}=\mathrm{Y}, \mathrm{Sm}$, or Gd$)$ [135]. Other examples include heavy-fermion compounds [136,137], bosonic superfluids in spin-dimer networks [138], $\mathrm{CO}_{2} \mathrm{~N}_{2}$ plasma [139], lipid bilayers containing colesterol [140], as wells as mixtures of liquid crystal and nanoparticles [141]. In a theoretical framework, the anomaly was verified for spin models with antiferromagnetic Heisenberg interactions [142147], Ising pyrochlore magnets using Monte Carlo simulations [148, 149], Ising models [150-153] in distinct geometries, and quantum ferrimagnets [154].

Since the entropy dependence on temperature determines the specific heat of a given system, this thermodynamic quantity is a relevant ingredient in the presented anomaly. Fundamentally, the geometrical frustration arises from a conflict between the interaction degrees of freedom and the underlying crystal geometry [155]. The described frustration leads to a macroscopic degeneracy which is computed as a ground-state finite entropy, the so-called residual entropy. One of the first examples of geometrical frustration was given by Linus Pauling, when describing the lowtemperature ordering of protons in water ice $\mathrm{I}_{h}$ [156]. The many ways of satisfying the lowest-energy state which reconcile the crystal structure of ice with the known bond lengths were given by the Bernal-Fowler rules [157]. Based on their prescription, Pauling calculated the residual "macroscopic" ground-state entropy per hydrogen atom of $(1 / 2) R \ln (3 / 2) \approx 1.68 \mathrm{~mol}^{-1} \mathrm{~K}^{-1}$. Interestingly, a similar physical mechanism is verified for the already mentioned high degeneracy observed in pyrochlore magnets, constituting the named spin-ice materials [129, 158]. The particular ways these systems can fluctuate between such multiple ground-state configurations can be responsible not only for the anomalies addressed but also for emergence all sorts of novel behaviors in fluid and solid phases, including even an artificial edition of electromagnetism [159].

In this chapter we report the occurrence of the double-peak specific heat anomaly in the Bose-Hubbard model based on theoretical calculations. Here we present an alternative mechanism of frustration observed in this model, devoting some attention to the influence of correlations created by a finite tunneling amplitude. In the previously mentioned systems the frustration was essentially derived from incompatibilities
between geometry and interactions; in the Bose-Hubbard model the frustration is a consequence of the competition of lattice occupation and the local interactions. The essential ingredient, a ground-state residual entropy, is also present. When appropriate, we also complement our SFT results with finite-temperature perturbation theory around the atomic limit.

Given the equilibrium free energy $\Omega$ obtained from the previously cited techniques, the specific heat is explicitly given by

$$
\begin{equation*}
c_{\mu}=-\frac{T}{N_{s}}\left(\frac{\partial^{2} \Omega}{\partial T^{2}}\right)_{\mu}=T\left(\frac{\partial s}{\partial T}\right)_{\mu} \tag{4.1}
\end{equation*}
$$

where $T$ is the temperature and $s$ is the thermodynamic entropy per site

$$
\begin{equation*}
s=-\frac{1}{N_{s}}\left(\frac{\partial \Omega}{\partial T}\right)_{\mu} \tag{4.2}
\end{equation*}
$$

considering $N_{s}$ sites at a fixed chemical potential $\mu$.

### 4.1 The Atomic Limit $(J=0)$

In the following, we show that the specific heat $c_{\mu}$ presents a double-peak structure as a function of the temperature whose origin can be traced back to the atomic limit. Since the hopping amplitude is absent in the atomic limit $(J=0)$, there is no superfluid phase and the bosons are found in a normal fluid state. The Hamiltonian described by Eq. (3.1) becomes

$$
\begin{equation*}
H^{(0)}=\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i} \tag{4.3}
\end{equation*}
$$

a sum of single-site Hamiltonians $H_{i}^{(0)}$ which can be diagonalized by the number operators eigenvectors $\left|n_{i}\right\rangle$. Thus, the energy eigenvalue of a single site with occupation $n$ is expressed by

$$
\begin{equation*}
E_{n}=\frac{U}{2} n(n-1)-\mu n . \tag{4.4}
\end{equation*}
$$



Figure 4-1: Finite-temperature analysis of the specific heat and entropy in the atomic limit $J=0$. (a) The 3D diagram portrays the specific heat $c_{\mu}$ as a function of the temperature $T$ in a wide range of chemical potential $\mu$ values. The continuous and dotted black curves in the $\mu T$ plane represent the loci of the maximum values attained by $c_{\mu}$. Red dots denote ground-state phase transitions between Mott insulators. In (b) is shown a detailed vision on the temperature dependence of $c_{\mu}$ considering the values $\mu=0.7 U, 0.8 U$ and $0.9 U$, portrayed by the inset. Panel (c) contains the entropy per site $s$ as temperature varies for $\mu=0.8 U, 0.9 U, 0.95 U$ and $0.99 U$.
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Figure 4-2: The specific heat decomposition and its temperature behavior is exhibited considering four fixed values of chemical potential: (a) $\mu=0.9 U$, (b) $\mu=1.1 U$, (c) $\mu=1.3 U$ and (d) $\mu=1.6 U$. The dotted curves represent the contributions $c_{\mu}^{(n, m)}$ to the total specific heat $c_{\mu}$, which is shown as the continuous curve. Each panel contains a diagram of energy levels assigning a different color to each transition $|n\rangle \rightarrow|m\rangle$ (with energies $E_{n} \rightarrow E_{m}$ ), referring to the respective term $c_{\mu}^{(n, m)}$.

In this limit the grand-canonical partition function

$$
\begin{equation*}
\mathcal{Z}^{(0)}(T, \mu)=\operatorname{Tr}\left[e^{-\beta H^{(0)}}\right]=\prod_{i=1}^{N_{s}} \mathcal{Z}_{i}^{(0)}=\left[\mathcal{Z}_{1}^{(0)}\right]^{N_{s}} \tag{4.5}
\end{equation*}
$$

becomes simply a product of single-site partition functions

$$
\begin{equation*}
\mathcal{Z}_{1}^{(0)}(T, \mu)=\sum_{n=0}^{\infty} e^{-\beta E_{n}} \tag{4.6}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ and $k_{B}$ is the Boltzmann constant. The free-energy potential $\Omega^{(0)}$ follows directly from Eqs. (4.5) and (4.6) according to

$$
\begin{equation*}
\Omega^{(0)}(T, \mu)=-\frac{1}{\beta} \ln \mathcal{Z}^{(0)}=-\frac{N_{s}}{\beta} \ln \mathcal{Z}_{1}^{(0)} \tag{4.7}
\end{equation*}
$$

Fig. 4-1(a) portrays the specific heat $c_{\mu}$ as a function of the temperature $T$ in a three-dimensional diagram including a wide range of chemical potential values (in different colors), with the loci of maxima represented as dotted and continuous black lines in the $\mu T$ plane. At zero temperature, there are ground-state phase transitions (GSPT) between Mott insulators of successive occupation numbers whenever the chemical potential $\mu$ takes on integer values of the local interaction $U$ [160,161], shown as red dots. At higher temperatures, its is observed a maximum at any value of fixed $\mu$, symbolized by dotted lines. However, as the chemical potential approaches integer values of the interaction, the specific heat develops another peak at low temperatures (the continuous black lines), which is connected to its corresponding GSPT. The low- and high-temperature maxima start to merge together as the chemical potential values move away from the integers values of $U$, finally coalescing in a single peak according to Fig. 4-1(b).

The entropy dependence on temperature illustrated in Fig. 4-1(c) suggests that the low-temperature maxima are related to a residual entropy per site of $k_{B} \ln 2$. This zero-point entropy is due to the degeneracy established at the GSPT between states with different occupations. As the chemical potential approaches the integer multiples
of the local interaction, the entropy curves develop a sharp step towards the residual value $k_{B} \ln 2$ which induces a change in their concavities. This behavior leads to a Schottky-like peak at low temperatures close to the critical points.

A deeper understanding on the evolution of the reported double-peak structure can be attained by decomposing the specific heat in terms of contributions regarding all possible transitions between the different eigenvalues $E_{n}$. Indeed, we show in Appendix F. 1 that $c_{\mu}$ can be expressed as

$$
\begin{equation*}
c_{\mu}=\sum_{n<m} c_{\mu}^{(n, m)}, \tag{4.8}
\end{equation*}
$$

where the defined partial specific heat describes the fluctuations between the energy levels $m$ and $n$ according to

$$
\begin{equation*}
c_{\mu}^{(n, m)}=k_{B} \frac{\beta^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}}\left(E_{n}-E_{m}\right)^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{4.9}
\end{equation*}
$$

Since the specific heat accounts for fluctuations in energy with respect to its mean value, the intuitive idea brought by this decomposition is to visualize the fluctuations in energy as a result of transitions between all possible energy levels. This outcome allows us to understand how these peaks behave and influence each other, isolating the relevance of each transition.

In Fig. 4-2 we present the specific heat as a function of temperature as continuous lines including four different values of chemical potential: (a) $\mu=0.9 U$, (b) $\mu=1.1 U$, (c) $\mu=1.3 U$ and (d) $\mu=1.6 U$. For each case, the most relevant partial contributions $c_{\mu}^{(n, m)}$ are addressed as the colored dotted lines, with the respective level transitions depicted accordingly. Figure $4-2(\mathrm{a})$ shows the $\mu=0.9 U$ case. The low-temperature peak appears due to the $|1\rangle \rightarrow|2\rangle$ transition. Other contributions add up to form the second maximum at a higher temperature; among them, the most relevant terms in this temperature range arise from the transitions $|1\rangle \rightarrow|0\rangle$ (red) and $|1\rangle \rightarrow|3\rangle$ (orange) which connect the states $|0\rangle$ and $|3\rangle$ to the ground state $|1\rangle$, respectively. In Fig. $4-2(\mathrm{~b})$, for $\mu=1.1 U$, the ket $|2\rangle$ becomes the new ground sate and the first


Figure 4-3: The specific heat $c_{\mu}$ is shown as a function of the temperature $T$ at fixed $\mu=0.9 U$ for simple cubic (a)-(d) and square lattices (e)-(h) considering four different hopping amplitudes: (a) and (e) $J=0.006 U$ (the gray continuous lines are the corresponding atomic limits), (b) and (f) $J=0.012 U$, (c) and (g) $J=0.024 U$, (d) and (h) $J=0.042 U$. The superfluid domain is represented by the blue area, with the phase boundaries symbolized by the blue dashed lines. The insets exhibit the respective $\mu T$ phase diagrams.
peak persists due to the available transition $|2\rangle \rightarrow|1\rangle$. As a result of this new ground state, the contributions for the second maximum from $|2\rangle \rightarrow|0\rangle$ (green) and $|2\rangle \rightarrow|3\rangle$ (purple) become more prominent than the previous transitions $|1\rangle \rightarrow|0\rangle$ (red) and $|1\rangle \rightarrow|3\rangle$ (orange). In Fig. 4-2(c), where $\mu=1.3 U$, the transition $|2\rangle \rightarrow|3\rangle$ (purple) starts to gain relevance since the energy level $E_{3}$ approaches $E_{1}$. As a consequence of these two competing contributions, the specific heat develops only one maximum. Figure $4-2(\mathrm{~d})$, which displays $\mu=1.6 U$, finally shows $E_{3}$ becoming the first excited state, with $c^{(2,3)}$ the most relevant term at low temperatures. By increasing the chemical potential another analogous cycle starts, presenting the same fundamental mechanisms already explored.

### 4.2 Finite Hopping $(J \neq 0)$

Including finite-hopping effects, the specific heat behavior with temperature for simple-cubic and square lattices is illustrated in Figs. 4-3(a)-(d) and Figs. 4-3(e)-(h),
respectively. The observables were evaluated using the previously described SFT formalism. In this framework, we considered four values of tunneling: $J=0.006 U$, $J=0.012 U, J=0.024 U$ and $J=0.042 U$, for a fixed chemical potential $\mu=0.9 U$. Physically, such increasing tunneling amplitudes correspond to decreasing lattice potential depths, going from very deep lattices to shallower ones. The introduction of the kinetic term $J$ gives rise to a superfluid phase which grows from the GSPT points [162]. The superfluid phase is represented in the blue area, with the superfluid to normal phase boundaries shown as dashed blue lines. The respective insets portray the $\mu T$ phase diagrams.

First we analyze the three-dimensional case, exhibited in Figs. 4-3(a)-(d). Considering the chosen value $J=0.006 U$ in Figs. 4-3(a), the system is found in the normal phase and the two-peak structure of the specific heat remains present. For comparison reasons, we also indicate the corresponding atomic limit result as the gray continuous line. It is observed a clear reduction of the first peak when the hopping is slightly turned on; the second one, however, does not exhibit relevant quantitative differences. Intuitively, since the low-temperature maximum is a result of the energetic competition between two states, the introduction of the hopping breaks this degeneracy, mitigating its magnitude. A detailed analysis regarding such behavior is also developed in Subsecs. 4.2 and 4.2, involving the analysis of spectral properties and correlation functions. By increasing the hopping to $J=0.0012 U$, Fig. 4-3(b) shows the appearance of the superfluid phase. Since the response functions tend to grow in magnitude near continuous phase transitions, we observe an increasing of $c_{\mu}$ in the neighborhood of the phase transition. As a consequence the first peak turns into a critical divergence, while the second one is still observed. Figure 4-3(c) portrays the $J=0.024 U$ scenario, where $c_{\mu}$ increases monotonically in the superfluid, while the second maximum remains to be seen in the normal phase. For a larger hopping term $J=0.042 U$ in Fig. 4-3(d), the superfluid domain increases to the point that the high-temperature peak disappears. Thus the two original maxima, born in the the atomic limit, are only verified in a perturbative regime.

Considering the same hopping values and $\mu=0.9 U$, Figs. 4-3(e)-(h) depict the
specific heat dependence on temperature for the square lattice configuration. The superfluid domain for each tunneling amplitude is smaller when compared to the three-dimensional picture. Indeed, since there is a reduction on the number of available directions for a particle to hop in a square lattice, the superfluid region shrinks. Therefore, it takes larger values of $J$ to observe in a square lattice the same effects seen in a simple cubic one. For $J=0.006 U$, Fig. 4-3(e) shows two peaks in the normal phase, with the low-temperature one appearing reduced in comparison to the atomic limit (continuous line). Increasing $J$, Fig. 4-3(f) shows that such peak is diminished even further for $J=0.012 U$. Finally, Figs. $4-3(\mathrm{~g})$ and $4-3(\mathrm{~h})$ demonstrate that the rise of the superfluid phase starts to destroy the developed peaks.

In the next Subsections we analyze the two peaks of $c_{\mu}$ in the presence of hopping in greater detail. The $J=0.006 U$ case, which preserves such property in two and three dimensions, is explored inside the normal phase.

## Spectral Functions

Since spectral functions reveal how states occupy a given energy interval, they also provide useful information on the specific heat behavior. The spectral function, a generalized density of states in frequency $\omega$ and momentum space $\mathbf{k}$, is defined by the imaginary part of the retarded Green's function [114] according to

$$
\begin{equation*}
A(\mathbf{k}, \omega)=-\frac{1}{\pi} \Im\left[G^{R}(\mathbf{k}, \omega)\right] \tag{4.10}
\end{equation*}
$$

This follows from the Matsubara Green's function by analytic continuation, applying the prescription $i \omega_{n} \rightarrow \omega+i 0^{+}$, where $\omega_{n}=2 \pi n / \beta$. Its integration over the momentum yields the local spectral function

$$
\begin{equation*}
A(\omega)=\frac{1}{N_{s}} \sum_{\mathbf{k}} A(\mathbf{k}, \omega) \tag{4.11}
\end{equation*}
$$

Concerning other range of parameters, the spectral properties of the Bose-Hubbard were also discussed using SFT [99], as well as employing QMC and BDMFT meth-


Figure 4-4: The spectral function $A$ dependence on the real frequency $\omega$ at fixed $J=0.006 U$ and $\mu=0.9 U$, considering a simple cubic (a) and a square lattice (b). The two temperatures addressed $k_{B} T=0.08 U$ (blue) and $k_{B} T=0.4 U$ (red), located around each maximum of the specific heat, are marked in the inset panel. Above each resonance, the most significant transitions $|n\rangle \rightarrow|m\rangle$ are identified.
ods $[163,164]$. In Figs. 4-4(a) and 4-4(b), we show the behavior of $A$ as $\omega$ is varied considering $\mu=0.9 U$ and $J=0.006 U$ in the SFT framework for simple cubic and square lattices, respectively. These are the same scenarios reported by Figs. 4-3(a) and 4-3(e). The temperatures addressed in our analysis, $k_{B} T=0.04 U$ (blue) and $k_{B} T=0.4 U$ (red), are located near each maximum of $c_{\mu}$ as the inset panel illustrates. The noticed resonances can be thought in terms of transitions between local occupation number states, which are eigenvectors of the atomic limit Hamiltonian explored in Sec. 4.1. As demonstrated in Appendix F.2, the local spectral function in the atomic limit reads as

$$
\begin{align*}
A^{(0)}(\omega) & =\frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n \rightarrow n+1}\right)(n+1) e^{-\beta E_{n}} \\
& -\frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n-1 \rightarrow n}\right) n e^{-\beta E_{n}} \tag{4.12}
\end{align*}
$$

a collection of delta functions centered around the energy level transitions $E_{n \rightarrow m}=$ $E_{m}-E_{n}$. With the perturbative inclusion of hopping, the relevant observed Hubbard bands emerge from such values, with a particular shape reflecting the dimensionality of each case.

Regarding the low-temperature regime (blue curve), there are contributions from only three transitions: singlon-holon $|1\rangle \rightarrow|0\rangle$, singlon-doublon $|1\rangle \rightarrow|2\rangle$ and doublon-triplon $|2\rangle \rightarrow|3\rangle$. Given its larger width, the most relevant of them is the portion $|1\rangle \rightarrow|2\rangle$, because the chosen $\mu$ value is close to the transition between states of occupation number 1 and 2. These states at low temperatures produce the Schottky peak as explained in the $J=0$ scenario. Regarding the second maximum (red curve), other states of higher energy start to becomes available such as the transition triplon-quadruplon $|3\rangle \rightarrow|4\rangle$, while the transition singlon-doublon $|1\rangle \rightarrow|2\rangle$ becomes less probable to happen. Therefore, the spectral distribution suggests that the second specific heat peak contains contributions from the thermal mixing of states as already indicated in Sec. 4.1.

## Correlations and the Double Peaks

As pointed out by Figs. 4-3(a) and 4-3(e), the first maximum appearing in the specific heat versus temperature plot presents a reduction when compared to the atomic limit case. In Fig. 4-5, we address a detailed view on this subject considering the simple cubic setup for deep lattices $J=0.006 U$ (the results for the square lattice are quantitatively similar in such regime) for three values of chemical potential $\mu=0.7 U$ (purple), $\mu=0.8 U$ (green) and $\mu=0.9 U$ (orange). Colored dots symbolize SFT calculations while the respective continuous lines represent the results obtained via perturbation theory until second order on $J / U$. Figure $4-5\left(\right.$ a) exhibits $c_{\mu}$ as $T$ varies in the described scenario, including the atomic limit results as continuous gray lines. We observe that the deviations from the $J=0$ situation become more prominent as the chemical potential approaches $\mu=1.0 U$. Since the specific heat is essentially a second derivative of the free energy with respect to the temperature, we show in Fig. 4-5(b) the difference $\Delta \Omega=\Omega-\Omega^{(0)}$ of the system's free energy $\Omega$ in the presence of hopping, $J=0.006 U$, relative to its atomic limit $\Omega^{(0)}, J=0$. For $\mu=0.7 U$ the contribution introduced by the hopping term to the free energy is relatively small. However, for $\mu=0.8 U$ and $\mu=0.9 U$, we verify more important deviations in a lowtemperature regime. Such prominent curvature in the free energy implies a relevant second derivative. This gets translated into a contribution to $c_{\mu}$, which becomes the mentioned reduction of the first maximum.

The question remaining is what physical mechanism is generating such curvature in the free energy. Since the inclusion of the tunneling term induces correlations among particles located at different sites, we analyze the atom-atom correlation function $[165,166]$ defined by

$$
\begin{equation*}
\mathcal{C}_{j^{\prime} j}=\left\langle b_{j^{\prime}}^{\dagger} b_{j}\right\rangle, \tag{4.13}
\end{equation*}
$$



Figure 4-5: The specific heat $c_{\mu}$ (a), free energy variation $\Delta \Omega$ (b) and atom-atom correlation $\mathcal{C}$ (c) are shown as functions of temperature at $J=0.006 U$. Three values of chemical potential are considered $\mu=0.7 U$ (purple), $\mu=0.8 U$ (green) and $\mu=0.9 U$ (orange) as the inset phase diagram $\mu T$ reveals. The dots represent SFT calculations while the respective colored continuous lines symbolize results from perturbation theory. The atomic limit results of $c_{\mu}$ in (a) are shown as gray continuous curves.


Figure 4-6: In the right panel, $\Delta \Omega$ is plotted against temperature $T$ showing the agreement between points (crosses and triangles) evaluated through Eq. (??) and the curves from Fig. ??(b). Crosses and triangles correspond to pertubartion theory and SFT calculations, respectively. For $k_{B} T=0.04 U$ and $\mu=0.9 U$, the left panel illustrates how these points are determined by integration of the correlation functions $\mathcal{C}^{(\lambda)}$.
for atoms at sites $j^{\prime}$ and $j$. The atom-atom correlation is directly related to the imaginary-time Green's function

$$
\begin{equation*}
\mathcal{G}_{j j^{\prime}}\left(\tau, \tau^{\prime}\right)=-\left\langle\mathcal{T}\left[b_{j}(\tau) b_{j^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right]\right\rangle \tag{4.14}
\end{equation*}
$$

according to $\mathcal{C}_{j^{\prime} j}=-G_{j j^{\prime}}\left(0,0^{+}\right)$. Also, the atom-atom correlation function can be indirectly probed experimentally since it is related to the Fourier transform of the momentum distribution function

$$
\begin{equation*}
n(\mathbf{k})=\frac{|w(\mathbf{k})|^{2}}{N_{s}} \sum_{j, j^{\prime}} \mathcal{C}_{j^{\prime} j} e^{\left.-i \mathbf{k} \mathbf{k}_{j^{\prime}}-\mathbf{r}_{j}\right)} \tag{4.15}
\end{equation*}
$$

where $w(\mathbf{k})$ is the Fourier transform of the Wannier function. This quantity is measured by the time-of-flight absorption experiments, in which the trapping field is turned off enabling the cloud of atoms to expand during a certain amount of time $[167,168]$. More specifically, we focus our attention to the atom-atom correlation function between first neighbors (since the particles of the model are able to hop to first-neighbor sites), denoted simply as $\mathcal{C}$, because the system is homogeneous. In

Fig. $4-5(\mathrm{c})$ we show $\mathcal{C}$ as a function of the temperature, mirroring the parameters of Figs. 4-5(a) and 4-5(b). Similarly to the corrections in free energy $\Delta \Omega$, the correlations become important as we increase the chemical potential towards the integer values of $U$, developing a sharp peak at low temperatures $k_{B} T \approx 0.1 U$.

The impact of the correlations on the free energy can be examined in an analytical perspective. Indeed, it is possible to exactly determine the free energy from the atom-atom correlation function based on the introduction of a continuous coupling parameter, following Refs. [106, 107]. First, we parametrize the Hamiltonian of Eq. (3.1) in the form

$$
\begin{equation*}
H^{(\lambda)}=H^{(0)}+\lambda \mathcal{H} \tag{4.16}
\end{equation*}
$$

where $H^{(0)}$ corresponds to the atomic limit defined in Eq. (4.3) and $\mathcal{H}$ is the kinetic term

$$
\begin{equation*}
\mathcal{H}=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j} . \tag{4.17}
\end{equation*}
$$

Note that the value $\lambda=0$ correspond to the atomic limit, while $\lambda=1$ recovers the original model considered, with $H^{(1)}=H$. As demonstrated in Appendix F.3, the change in free energy caused by the hopping reads as

$$
\begin{equation*}
\Delta \Omega=\int_{0}^{1}\langle\mathcal{H}\rangle_{\lambda} d \lambda \tag{4.18}
\end{equation*}
$$

where the thermal averages $\langle\ldots\rangle_{\lambda}$ are taken with respect to the Hamiltonian of Eq. (4.16). The definitions from Eqs. (4.17) and (4.13) substituted into Eq. (4.18) lead to the exact expression

$$
\begin{equation*}
\Delta \Omega=-z J N_{s} \int_{0}^{1} \mathcal{C}^{(\lambda)} d \lambda \tag{4.19}
\end{equation*}
$$

with $\mathcal{C}^{(\lambda)}=\left\langle b_{j^{\prime}}^{\dagger} b_{j}\right\rangle_{\lambda}$ for first neighbors $j$ and $j^{\prime}$ thermally averaged at a hopping value of $\lambda J$. This expression relates the theoretical free energy to the atom-atom correlation,
an indirect measurable quantity, by a process of charging up the tunneling amplitude until the desired value. Through Fig. 4-6, we verify the agreement between both sides of Eq. (4.19) considering SFT and perturbative methods. In particular, perturbation theory up to second order yields the direct relation

$$
\begin{equation*}
\Delta \Omega=-\frac{z J N_{s}}{2} \mathcal{C}+\mathcal{O}\left(J^{4}\right) \tag{4.20}
\end{equation*}
$$

Therefore, the low-temperature correlations, which grow near integers multiples of the interaction, generate an important curvature change to the free energy, whose impact is revealed in the reduction of the first maximum of the specific heat.

## Chapter 5

## Geometry, Thermodynamics and Legendre Transformations

"There are far, far better things ahead than any we leave behind."
C. S. Lewis

Our analysis of the Bose Hubbard model thermodynamics was based on the SelfEnergy Functional Theory, which is essentially a composition of Legendre transformations. We devote this chapter to discuss more deeply the Legendre transformations (one of the basis of our work) in a general and conceptual framework. The most important point addressed is the visualization of the Legendre Transformation as an extremum principle. Here we explore the physical content regarding the Gibbs space geometry, its direct and natural relation to Legendre transformations and stability conditions about the equilibrium states.

Thermodynamics present in modern applications. Concerning the classical aspects of its logical construction (formulation), two schemes stand out: the thermodynamics of Clausius and Kelvin, with axiomatic foundations formulated by Carathéodory; and the Gibbs approach, with precise postulational basis given by Tisza [169, 170].

Thermodynamic systems or subsystems are treated as spatially disjoint volume elements, whose states are determined by a set of extensive quantities (variables proportional to the overall scale of the system) like energy/entropy, volume and number
of particles. In this framework, the complete information about each subsystem is contained in the so-called fundamental equation, formulated in entropy/energy representations. The phase space spanned by these extensive variables is designated as Gibbs space and it plays an important role in the mathematical development of the theory. When the flux of such parameters between subsystems is allowed through the manipulation of appropriate walls, thermodynamic processes are said to occur. The new equilibrium state achieved is postulated to be the one which maximizes/minimizes the total entropy/energy restricted to manifold of the constrained variables. The essence of the theory relies on an extremum principle, just as seen in different context of physics. The application of the variational principle to the system coupled to reservoirs of extensive quantities leads naturally to the Legendre transformations. The procedure generates equations of states as solutions and also provide a test for the thermodynamic stability for local and global fluctuations about the obtained equilibrium states. Here we focus on the physical interpretation of some properties and elements regarding the geometry of the Gibbs space and Legendre transformations. Particularly, how these transformations naturally codify a test for thermodynamic stability with the compliance coefficients (or response functions) and the well known Maxwell construction.

### 5.1 Basic Definitions and the Variational Principle

We consider a composite thermodynamic system $\widetilde{\sigma}$, constituted by a collection of simple subsystems $\left\{\sigma^{(\alpha)}\right\}$. Its equilibrium states are parametrized by a set of coordinates comprising $m+1$ extensive variables $\mathbf{X}^{(\alpha)}=\left(X_{1}^{(\alpha)}, \ldots, X_{m+1}^{(\alpha)}\right)$, which can encompass energy/entropy, volume, and number of particles. The subsystem's boundaries may be permeable or not to the flux of such quantities, according to the appropriate collection of thermodynamic walls. The set of parameters $\left\{\mathbf{X}^{(\alpha)}\right\}$ specifies the state of the composite system; each quantity is considered additive over its subsystems, as well as conserved if the total system is isolated. Hence, the composite
system variables satisfy

$$
\begin{equation*}
\widetilde{\mathbf{X}}=\sum_{\alpha} \mathbf{X}^{(\alpha)} \tag{5.1}
\end{equation*}
$$

summed over all the subsystems. The referred thermodynamic walls constitute the internal constraints for the composite system, represented by relations $\omega_{i}\left(\left\{\mathbf{X}^{(\alpha)}\right\}\right)=0$. For simplicity, we symbolize this set of equations by $\omega$. These relations determine a new set of free variables usually called virtual states: states that are consistent with the imposed constraints. In this sense, virtual processes or displacements correspond to variations from one virtual state to another.

Based on these definitions, the classical thermodynamics is essentially developed from a variational principle, as usually seen in other areas of physics. In the present context, this idea is constructed by assigning to each subsystem an entropy function (also called fundamental equation or thermodynamic potential) $\Psi^{(\alpha)}=\Psi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)$, first-order homogeneous, continuous, with piecewise continuous higher-order derivatives. The total entropy $\widetilde{\Psi}$ of the composite system is introduced as an additive function over its components

$$
\begin{equation*}
\widetilde{\Psi}\left(\left\{\mathbf{X}^{(\alpha)}\right\}\right)=\sum_{\alpha} \Psi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right) . \tag{5.2}
\end{equation*}
$$

since the interactions among them are considered short ranged. The occurrence of thermodynamic processes, defined as the transfer of extensive quantities between the subsystems, is mediated by the modification of internal constraints, symbolized by the transformation $\omega \longmapsto \theta$. In such scenario, the extremal principle is structured as follows: the new state of equilibrium achieved $\left\{\mathbf{X}_{0}^{(\alpha)}\right\}$ is such that it maximizes the total entropy restricted to the manifold of new internal constraints. In other terms, from all possible states obeying the restrictions $\theta_{i}\left(\left\{\mathbf{X}^{(\alpha)}\right\}\right)=0$, the state of thermodynamic equilibrium $\left\{\mathbf{X}_{0}^{(\alpha)}\right\}$ corresponds to the largest value of total entropy:

$$
\begin{equation*}
\widetilde{\Psi}\left(\left\{\mathbf{X}_{0}^{(\alpha)}\right\}\right)=\max \left\{\sum_{\alpha} \Psi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)\right\} . \tag{5.3}
\end{equation*}
$$

Therefore, the description of a thermodynamic system relies not only on defining its subsystems, through the corresponding fundamental equations, but also on the identification of its internal constraints.

The entropy maximum principle can be reformulated in terms of the internal energy $\Phi^{(\alpha)}$, represented by one of the variables $X_{1}^{(\alpha)}, \ldots, X_{m+1}^{(\alpha)}$. The postulate of Eq. (5.3) becomes equivalent to the minimization of the total internal energy

$$
\begin{equation*}
\widetilde{\Phi}\left(\left\{\mathbf{X}_{0}^{(\alpha)}\right\}\right)=\min \left\{\sum_{\alpha} \Phi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)\right\} \tag{5.4}
\end{equation*}
$$

respecting the analogous constraints. The inversion of Eq. (5.2) is allowed locally since the derivative $\frac{\partial \Psi^{(\alpha)}}{\partial \Phi^{(\alpha)}}=\frac{1}{T^{(\alpha)}}$ is the inverse temperature, a quantity regarded as positive. These representations correspond to different physical configurations and setups. In the entropy scheme, the total system is considered in isolation with constant total energy while the entropy is permitted to vary. The energy scheme allows for fluctuations in energy at fixed total entropy by the coupling of an external working source.

First we analyze the variational principle in a local perspective, studying infinitesimal virtual displacements around the equilibrium state. For a local extremum, the condition

$$
\begin{equation*}
\delta \widetilde{\Phi}=0 \tag{5.5}
\end{equation*}
$$

implies the equality of the thermodynamic potential's first derivatives

$$
\begin{equation*}
P_{j}^{(\alpha)}=\frac{\partial \Phi^{(\alpha)}}{\partial X_{j}^{(\alpha)}} \tag{5.6}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{j}^{(\alpha)}=P_{j}^{(\beta)} \tag{5.7}
\end{equation*}
$$

for all $j=1, \ldots, m$ and $\alpha, \beta$ coupled through the exchange of $X_{j}$. These intensive quantities are named as the fields $P_{j}^{(\alpha)}$ conjugated to $X_{j}^{(\alpha)}$ and they act like passive generalized forces induced by the corresponding permeable walls. The relations brought by Eqs. (5.6) determine the so-called equations of state in a local scope. The entropic representation receives the notation

$$
\begin{equation*}
H_{j}^{(\alpha)}=\frac{\partial \Psi^{(\alpha)}}{\partial X_{j}^{(\alpha)}} \tag{5.8}
\end{equation*}
$$

The fundamental equation lacks direct physical appeal, sometimes distant from the experimental reality. Indeed, the connection between the formalism and the laboratory environment is established more properly by the already mentioned equations of state. As discussed in the Sec. 5.2, they are naturally generated by Legendre transformations, arising from an adaptation of the extremum principle considering interactions between the system and proper reservoirs. In spite of being an extensively discussed subject, its possible to connect the Legendre transformations and the geometry of the Gibbs space through an unified view encompassing the obtaining of equations of state, and the analysis of local and global stability criteria.

### 5.2 Legendre Transformations

The Legendre transformations are commonly associated to the convex envelope or supporting hyperplanes of sufficient regular functions [171,172], connected to the duality between points and lines [173]. Indeed, they preserve the information content of the original function by relating an element of the Gibbs manifold to its respective tangent space as illustrated in Fig. 5-1(a). This association is actually a consequence of the ideas brought by the extremal principle, subjecting it to adequate constraints. To explore this latent meaning in a geometrical perspective, we generalize the mental experiment from the previous section.

We consider a composite system $\widetilde{\sigma}$ constituted by the studied system $\sigma$ and a reservoir $\sigma^{R}$. The later is characterized by the intensive parameter $P^{R}$ conjugated


Figure 5-1: Panel (a) depicts the fundamental equation as a function of the extensive variable $X$, with some of its tangent lines. Their intercepts with the $\Phi$ axis determine the Legendre transform $\Phi^{(1)}$. An equivalent construction is shown in (b), considering the intrinsic variational character of the discussed problem. The contour curves of $\widetilde{\Phi}^{(1)}=\Phi-P^{R} X$ are shown as the blue lines with constant slope $P^{R}$, concerning the reservoir $\sigma^{R}$. This function is explicitly minimized subjected to the constraint $\Phi=\Phi(X)$, regarding the system $\sigma$ originally studied. Arrows symbolize the gradient vectors of the corresponding curves. At the extremum solution $X_{0}$, the gradient vectors become parallel, with $P^{R}=P$. The minimum value reached by the intercepts is $\Phi^{(1)}=\Phi^{(1)}\left(P^{R}\right)$, the Legendre transform of $\Phi$ at the value $P^{R}$. The extremization procedure yields also the equation of state $X_{0}=X_{0}\left(P^{R}\right)$.


Figure 5-2: The geometrical construction of the potential $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)=\Phi(X)-P^{R} X$, involved in the reformulation of the extremal principle. The points $A, B$ and $C$ correspond to the intersection of $\Phi=\Phi(X)$ and the level curves $\Phi=\Phi^{(1)}+P^{R} X$. The intercepts $A^{\prime}, B^{\prime}$ and $C^{\prime}$ projected into the $X$ axis yields $A^{\prime \prime}, B^{\prime \prime}$ and $C^{\prime \prime}$, composing the function $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$ (dotted curve). Its minimum value is the Legendre transform $\Phi^{(1)}$ of $\Phi$ at fixed $P^{R}$.
to the extensive variable $X$. Both system are allowed to exchange $X$ through a corresponding permeable wall. The total energy is additive over its subsystems with

$$
\begin{equation*}
\widetilde{\Phi}\left(X, X^{R}\right)=\Phi(X)+\Phi^{R}\left(X^{R}\right) \tag{5.9}
\end{equation*}
$$

As Eq. (5.4) postulates, the equilibrium state $\left(X_{0}, X_{0}^{R}\right)$ reached by the transfer of $X$ is such that $\widetilde{\Phi}\left(X_{0}, X_{0}^{R}\right) \leq \widetilde{\Phi}\left(X, X^{R}\right)$, for any state $\left(X, X^{R}\right)$ satisfying the imposed constraint

$$
\begin{equation*}
\tilde{X}=X+X^{R}, \tag{5.10}
\end{equation*}
$$

with $\widetilde{X}$ constant. This implies that the deviation from equilibrium

$$
\begin{equation*}
\Delta \widetilde{\Phi} \equiv \widetilde{\Phi}\left(X, X^{R}\right)-\widetilde{\Phi}\left(X_{0}, X_{0}^{R}\right) \geq 0 \tag{5.11}
\end{equation*}
$$

must be positive-definite. We decompose this variation through Eq. (5.9), following the contribution of the two subsystems

$$
\begin{equation*}
\Delta \widetilde{\Phi}=\Delta \Phi+\Delta \Phi^{R} \tag{5.12}
\end{equation*}
$$

According to Eq. (5.10), the fluxes of the analysed quantities vary in the opposite sense

$$
\begin{equation*}
\Delta X^{R}=-\Delta X \tag{5.13}
\end{equation*}
$$

in order to ensure the conservation of $\widetilde{X}$. The choice of a reservoir $\sigma^{R}$ mediating the interactions with $\sigma$ provides a particularly simple variation for the total thermodynamic potential. Since the higher order derivatives of $P^{R}$ are negligible for a reservoir, $\Delta \Phi^{R}$ becomes simply

$$
\begin{equation*}
\Delta \Phi^{R}=P^{R} \Delta X^{R} \tag{5.14}
\end{equation*}
$$

Indeed, using Eqs. (5.13) and (5.14), we rewrite Eq. (5.12) as

$$
\begin{align*}
\Delta \widetilde{\Phi} & =\Delta \Phi-P^{R} \Delta X \\
& =\Delta\left(\Phi-P^{R} X\right) \tag{5.15}
\end{align*}
$$

since $P^{R}$ is fixed. The energy minimum postulate brought by Eq. (5.11) and the deviation expressed in Eq. (5.15) imply that the equilibrium state achieved minimizes the function

$$
\begin{equation*}
\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right) \equiv \Phi(X)-P^{R} X \tag{5.16}
\end{equation*}
$$

Consequently, the Legendre transform $\Phi^{(1)}\left(P^{R}\right)$ is defined by the solution of the variational procedure

$$
\begin{align*}
\Phi^{(1)}\left(P^{R}\right) & =\min _{X}\left\{\Phi(X)-P^{R} X\right\} \\
& =\min _{X} \widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right) \\
& =\widetilde{\Phi}^{(1)}\left(P^{R} \mid X_{0}\right), \tag{5.17}
\end{align*}
$$

for each value of $P^{R}$ as the reservoirs are varied. The solution obtained develops into an equation of state, with

$$
\begin{equation*}
X_{0}=X_{0}\left(P^{R}\right) \tag{5.18}
\end{equation*}
$$

These steps reformulate the extremal principle, allowing for fluctuations in the studied system. They reveal the essential ingredient composing the Legendre transformations: the maintenance of the variational principle adapted to a set of new constraints.

As typically done under these circumstances, the optimization problem in the presence of constraints is treated employing Lagrange multipliers, as Fig. 5-1(b) depicts. In the $X \Phi$ plane, the minimization of $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$ is equivalent to finding the
minimum value of the function

$$
\begin{equation*}
\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)=\Phi-P^{R} X, \tag{5.19}
\end{equation*}
$$

for a constant value of $P^{R}$ and restricted to the manifold

$$
\begin{equation*}
\Phi=\Phi(X) \tag{5.20}
\end{equation*}
$$

The level curves of $\widetilde{\Phi}^{(1)}$ correspond to a family of lines with slope $P^{R}$; their values constitute the intercepts of the $\Phi$ axis $(X=0)$. By defining the function $h(\Phi, X)=$ $\Phi(X)-\Phi$, which is identically zero, the solution to the posed problem satisfies

$$
\begin{equation*}
\nabla \widetilde{\Phi}^{(1)}=\lambda \nabla h \tag{5.21}
\end{equation*}
$$

corresponding to the equilibrium state $X_{0}$. Geometrically, this codifies the parallelism of the gradient vectors regarding the considered curves. In other terms, the minimum value assumed by the intercepts of the refereed lines, restricted to $\Phi=\Phi(X)$, occurs for the line tangent to the system's fundamental relation curve. Precisely, the components of Eq. (5.21) yield

$$
\begin{equation*}
\frac{\partial \widetilde{\Phi}^{(1)}}{\partial \Phi}=\lambda \frac{\partial h}{\partial \Phi} \Longleftrightarrow \lambda=-1 \tag{5.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \widetilde{\Phi}^{(1)}}{\partial X}=\lambda \frac{\partial h}{\partial X} \Longleftrightarrow-P^{R}=\lambda \frac{\partial \Phi}{\partial X}, \tag{5.23}
\end{equation*}
$$

whose combination provides

$$
\begin{equation*}
P^{R}=\frac{\partial \Phi}{\partial X} \tag{5.24}
\end{equation*}
$$

This relation brings up the equilibrium condition

$$
\begin{equation*}
P=P^{R} \tag{5.25}
\end{equation*}
$$

corroborating the equivalence between the tangent planes construction and the extremal principle adapted to the interaction with the reservoir.

Going further in our analysis, Fig. 5-2 details the geometrical construction of the function $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$, which is set to be minimized. As an example, the points $A, B$ and $C$ signal the crossing of the fundamental equation $\Phi=\Phi(X)$ and the family of parallel lines $\Phi=\widetilde{\Phi}^{(1)}+P^{R} X$. The intercepts of these lines with the $\Phi$ axis correspond to the values of $\widetilde{\Phi}^{(1)}$, designated by $A^{\prime}, B^{\prime}$, and $C^{\prime}$. These points projected into their respective $X$ values determine $A^{\prime \prime}, B^{\prime \prime}$, and $C^{\prime \prime}$, which compose the function $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$ illustrated as the dotted curve. Indeed, the lengths of the segments $A A^{\prime \prime}$, $B B^{\prime \prime}$, and $C C^{\prime \prime}$ are equal to $P^{R} X$; when the $\Phi(X)$ values (the points $A, B$, and $C$ ) are subtracted by $P^{R} X$ (the length of $A A^{\prime \prime}, B B^{\prime \prime}$, and $C C^{\prime \prime}$ ), we obtain $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$. This affine construction naturally produces the Legendre transform as the extremal solution to the posed variational procedure, yielding an equation of state. The fluctuations of the variable $X$ between the system and the reservoir are such that they minimize this new function, combining elements from the system and the reservoir.

To generalize our discussion in the multivariable case, we define the successive Legendre transform of order $k$ by

$$
\begin{equation*}
\Phi^{(k)}\left(P_{k}\right)=\min _{X_{k}} \widetilde{\Phi}^{(k)}\left(P_{k} \mid X_{k}\right) \tag{5.26}
\end{equation*}
$$

following the extremization of

$$
\begin{equation*}
\widetilde{\Phi}^{(k)}\left(P_{k} \mid X_{k}\right) \equiv \Phi^{(k-1)}\left(X_{k}\right)-P_{k} X_{k} . \tag{5.27}
\end{equation*}
$$

Its solution, the equation of state

$$
\begin{equation*}
X_{k, 0}=X_{k, 0}\left(P_{k}\right), \tag{5.28}
\end{equation*}
$$



Figure 5-3: Schematic representation of a thermodynamic system $\widetilde{\sigma}$ and the mental experimental which enables the analysis of the fluxes $\delta X_{i}$, obeying the originally imposed constraints. In the left hand side, we highlight a subsystem $\sigma$, with a fixed scale parameter $X_{m+1}$. The right hand portion presents the limit $\frac{X_{m+1}}{X_{m+1}^{R}} \rightarrow 0$ leading to a a replica of the studied system interacting with reservoirs $R\left(P_{i}\right)$ of extensive quantities $X_{i}$.
is such that

$$
\begin{equation*}
\Phi^{(k)}\left(P_{k}\right)=\widetilde{\Phi}^{(k)}\left(P_{k} \mid X_{k, 0}\right) \tag{5.29}
\end{equation*}
$$

Only the dependence on the transformed parameters is addressed; the complete notation reads as $\Phi^{(k)}=\Phi^{(k)}\left(P_{1}, \ldots, P_{k}, X_{k+1}, \ldots, X_{m+1}\right)$.

### 5.3 Thermodynamic Stability

The variational procedure can be employed not only to obtain the equilibrium state $\mathbf{X}_{0}$ of a homogeneous system $\widetilde{\sigma}$ but also to probe its thermodynamic stability. In order to do so, we analyze the system's response to global or local fluctuations starting from the attained equilibrium state. (define global and local variations).

## Local Stability

The presented formulation imposes an inherent obstacle: the fluctuations from the equilibrium value as a test to the stability must not violate the originally imposed constraints. We overcome this difficulty by highlighting a subsystem $\sigma$, with a fictitious boundary with the complementary subsystem $\sigma^{R}$. In analogy to the set theory,
we write the described decomposition in the form $\widetilde{\sigma}=\sigma \cup \sigma^{R}$. Such procedure enables the analysis of fluctuations about an equilibrium state obeying the system's constraints. If we assign to each subsystem its fundamental equation, the total energy becomes

$$
\begin{equation*}
\widetilde{\Phi}\left(\mathbf{X}, \mathbf{X}^{R}\right)=\Phi(\mathbf{X})+\Phi^{R}\left(\mathbf{X}^{R}\right) \tag{5.30}
\end{equation*}
$$

with the enclosure relations

$$
\begin{equation*}
\widetilde{\mathbf{X}}=\mathbf{X}+\mathbf{X}^{R} . \tag{5.31}
\end{equation*}
$$

The subsystem $\sigma$ can be regarded as a re-scaled replica of the original one due to its homogeneity.

We submit $\sigma$ to a virtual process about the equilibrium state $\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{R}\right)$. The minimum energy postulate states that $\Delta \widetilde{\Phi} \equiv \widetilde{\Phi}\left(\mathbf{X}, \mathbf{X}^{R}\right)-\widetilde{\Phi}\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{R}\right) \geq 0$, for any $\left(\mathbf{X}, \mathbf{X}^{R}\right)$ compatible with the constraints of Eq. (5.31). In terms of a Taylor expansion about $\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{R}\right)$, this variation of the total energy corresponds to

$$
\begin{align*}
\Delta \widetilde{\Phi} & =\Delta \Phi+\Delta \Phi^{R} \\
& =\left(\delta \Phi+\delta^{2} \Phi+\ldots\right)+\left(\delta \Phi^{R}+\delta^{2} \Phi^{R}+\ldots\right) \tag{5.32}
\end{align*}
$$

In a local neighborhood of the equilibrium state, the thermodynamic potential satisfies $\delta \widetilde{\Phi}=\delta \Phi+\delta \Phi^{R}=0$, according to Eq. (5.5). Hence, the remaining higher order terms provide

$$
\begin{equation*}
\Delta \widetilde{\Phi}=\left(\delta^{2} \Phi+\delta^{3} \Phi+\ldots\right)+\left(\delta^{2} \Phi^{R}+\delta^{3} \Phi^{R}+\ldots\right) \tag{5.33}
\end{equation*}
$$

Additionally, we can fix a scale parameter from the set of variables describing the system. Usually the number of particles or volume in a simple fluid; here we designate this variable as $X_{m+1}$. By employing the extensive property of the thermodynamic
potential, we define the following generalized densities for $\sigma$

$$
\begin{equation*}
\phi=\frac{\Phi}{X_{m+1}} \quad \text { and } \quad x_{i}=\frac{X_{i}}{X_{m+1}} \tag{5.34}
\end{equation*}
$$

and the subsystem $\sigma^{R}$

$$
\begin{equation*}
\phi^{R}=\frac{\Phi^{R}}{X_{m+1}^{R}} \quad \text { and } \quad x_{i}^{R}=\frac{X_{i}^{R}}{X_{m+1}^{R}} \tag{5.35}
\end{equation*}
$$

considering $i=1, \ldots, m$. As both subsystems are complementary parts of the total system, the homogeneity condition brings the equation

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}=\frac{\partial^{2} \phi^{R}}{\partial x_{i}^{R} \partial x_{j}^{R}}, \tag{5.36}
\end{equation*}
$$

which readily yields

$$
\begin{equation*}
\frac{\partial^{2} \Phi^{R}}{\partial X_{i}^{R} \partial X_{j}^{R}}=\frac{X_{m+1}}{X_{m+1}^{R}} \frac{\partial^{2} \Phi}{\partial X_{i} \partial X_{j}} \tag{5.37}
\end{equation*}
$$

Since $\widetilde{X}_{i}$ is fixed, the restrictions from Eq. (5.31) imply

$$
\begin{equation*}
\delta \widetilde{X}_{i}=-\delta \widetilde{X}_{i}^{R} \tag{5.38}
\end{equation*}
$$

for all $i=1, \ldots, m$. The combination of Eqs. (5.37) and (5.38) relates the second order variations for $\sigma^{R}$ and $\sigma$ to the scale factor previously chosen according to

$$
\begin{equation*}
\delta^{2} \Phi^{R}=\frac{X_{m+1}}{X_{m+1}^{R}} \delta^{2} \Phi \tag{5.39}
\end{equation*}
$$

Similarly, the higher order variations also obey analogous relations

$$
\begin{equation*}
\delta^{k} \Phi^{R}=(-1)^{k}\left(\frac{X_{m+1}}{X_{m+1}^{R}}\right)^{k-1} \delta^{k} \Phi \tag{5.40}
\end{equation*}
$$

Note that $k=1$ recovers the condition regarding a local extremum, from which we extract the equality between the intensive fields or generalized forces. In the limit

$$
\begin{equation*}
\frac{X_{m+1}}{X_{m+1}^{R}} \rightarrow 0 \tag{5.41}
\end{equation*}
$$

the complementary system $\sigma^{R}$ can be regarded as a reservoir if compared to the selected subsystem $\sigma$, which plays the role of a replica in reduced scale of the total system $\widetilde{\sigma}$. This mental experiment is represented schematically in Fig. 5-3.

Considering the described scenario, the variation of the thermodynamic potential given in Eq. (5.33) simplifies to

$$
\begin{equation*}
\Delta \widetilde{\Phi} \rightarrow \delta^{2} \Phi+\delta^{3} \Phi+\ldots \tag{5.42}
\end{equation*}
$$

Therefore, the sign of the quadratic form $\delta^{2} \Phi$ determines the thermodynamic stability in a local scope. Explicitly, the second variation $\delta^{2} \phi=\delta^{2} \phi\left(\mathbf{x}_{0} ; \mathbf{x}\right)$ of $\phi=\phi\left(x_{1}, \ldots, x_{m}\right)$ is expressed by

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \phi_{i j} \delta x_{i} \delta x_{j}, \tag{5.43}
\end{equation*}
$$

a second order degree polynomial in $m$ variables whose coefficients $\phi_{i j}$

$$
\begin{equation*}
\phi_{i j}=\frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}\left(\mathbf{x}_{0}\right) \tag{5.44}
\end{equation*}
$$

are elements of the hessian matrix of $\phi$ evaluated at the equilibrium state $\mathbf{x}_{0}$. In matrix notation, Eq. (5.43) becomes

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \delta \mathbf{x}^{T} Q \delta \mathbf{x} \tag{5.45}
\end{equation*}
$$

where $Q=Q\left(\mathbf{x}_{0}\right)$ is the Hessian matrix of $\phi$ calculated at $\mathbf{x}_{0}$ :

$$
Q=\left[\begin{array}{cccc}
\phi_{11} & \phi_{12} & \ldots & \phi_{1 m}  \tag{5.46}\\
\phi_{21} & \phi_{22} & \ldots & \phi_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{m 1} & \phi_{m 2} & \ldots & \phi_{m m}
\end{array}\right]
$$

We seek a diagonal representation for this bilinear form in order to clarify the conditions determining its positivity. Indeed, every symmetric quadratic form admits a diagonal representation through a linear transformation [174]. Precisely, it is possible to conceive an appropriate change of basis $L: \delta \mathbf{x} \mapsto \delta \mathbf{y}$ given by

$$
\begin{equation*}
\delta \mathbf{y}=L \delta \mathbf{x} \tag{5.47}
\end{equation*}
$$

such that the quadratic form is diagonal

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \sum_{i=1}^{m} \lambda_{i} \delta y_{i}^{2} \tag{5.48}
\end{equation*}
$$

In a matrix notation, Eq. (5.48) assumes the form

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \delta \mathbf{y}^{T} \Lambda \delta \mathbf{y}, \tag{5.49}
\end{equation*}
$$

with $\Lambda$ the diagonal matrix

$$
\Lambda=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \ldots & 0  \tag{5.50}\\
0 & \lambda_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_{m}
\end{array}\right]
$$

Therefore, both transformation are connected by a conjugation relation

$$
\begin{equation*}
Q=L^{T} \Lambda L \tag{5.51}
\end{equation*}
$$

Consequently, our stability analysis relies on determining the sign of the coefficients $\left\{\lambda_{i}\right\}$. In general, the referred coordinate transformation is not unique [175]. Nevertheless, the number of positive, negative and null terms among the supra-cited coefficients is always the same. This statement is known as the Sylvester's law of inertia [176], whose name alludes to an intrinsic property of the quadratic form which resists the mentioned change of basis. In a geometrical scope, the dimensions of the maximal subspaces in which the quadratic form is positive or negatively defined are invariant under these circumstances.

Regarding the non uniqueness associated to $Q$, we seek the transformation carrying physical meaning in the explored context. For example, we can diagonalize the Hessian form through an orthogonal transformation. In the linear algebra scenario, the spectral theorem attests that every symmetric matrix is diagonalizable by an orthogonal transformation, which preserves the euclidean metric. However, such procedure does not exhibit any physical information and meaning for the manifold defined by the fundamental equation in the Gibbs space. On the other hand, the orthogonal transformation finds applications in the context of vibrations and stability of structures, once the physical space is naturally endowed with the euclidean metric. Alternatively, we show in the following that a deeper connection with the thermodynamic structure presented is established when the diagonalization is carried by completing squares, also known as the Lagrange method.

## Diagonalization for a non-singular quadratic form

We treat initially a non-degenerate quadratic form, with $\operatorname{det}(Q) \neq 0$. For $\phi_{11} \neq 0$, we separate the terms containing $\delta x_{1}$, completing the square according to

$$
\begin{align*}
\delta^{2} \phi= & \frac{1}{2}\left\{\phi_{11}\left(\delta x_{1}+\sum_{j=2}^{m} \frac{\phi_{1 j}}{\phi_{11}} \delta x_{j}\right)^{2}\right. \\
& \left.+\sum_{i, j=2}^{m}\left(\phi_{i j}-\frac{\phi_{1 i} \phi_{1 j}}{\phi_{11}}\right) \delta x_{i} \delta x_{j}\right\} . \tag{5.52}
\end{align*}
$$

Two new parameters naturally arise from this procedure: the coordinate system

$$
\begin{equation*}
\delta y_{1}=\delta x_{1}+\sum_{j=2}^{m} \frac{\phi_{1 j}}{\phi_{11}} \delta x_{j} \tag{5.53}
\end{equation*}
$$

as well as the set of coefficients

$$
\begin{equation*}
\phi_{i j}^{(1)}=\phi_{i j}-\frac{\phi_{1 i} \phi_{1 j}}{\phi_{11}}, \tag{5.54}
\end{equation*}
$$

for $i, j=2, \ldots, m$. Including these definitions, Eq. (5.52) becomes

$$
\begin{align*}
\delta^{2} \phi & =\frac{1}{2}\left\{\phi_{11} \delta y_{1}^{2}+\sum_{i, j=2}^{m} \phi_{i j}^{(1)} \delta x_{i} \delta x_{j}\right\} \\
& =\frac{1}{2} \phi_{11} \delta y_{1}^{2}+\delta^{2} \phi^{(1)} \tag{5.55}
\end{align*}
$$

where the remaining sum was redefined as

$$
\begin{equation*}
\delta^{2} \phi^{(1)}=\sum_{i, j=2}^{m} \phi_{i j}^{(1)} \delta x_{i} \delta x_{j} . \tag{5.56}
\end{equation*}
$$

As deduced in Eq. (5.55), the reduction process generates the first element in the diagonal representation, given simply by

$$
\begin{equation*}
\lambda_{1}=\phi_{11}=\frac{\partial^{2} \phi}{\partial x_{1}^{2}} . \tag{5.57}
\end{equation*}
$$

The coefficients $\phi_{i j}^{(1)}$ defined through Eq. (5.54) receive this label because they are second derivatives of the Legendre transform $\phi^{(1)}=\phi^{(1)}\left(P_{1}, x_{2}, \ldots, x_{m}\right)$ of $\phi$ with respect to $x_{1}$,

$$
\begin{equation*}
\phi_{i j}^{(1)}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{i} \partial x_{j}}\right)_{P_{1}}, \tag{5.58}
\end{equation*}
$$

evaluated in terms of the natural variables $P_{1}, x_{2}, \ldots, x_{m}$. Also, from the change of coordinates carried by the Legendre transformation, the new coordinate $\delta y_{1}$ addressed
in Eq. (5.53) can be expressed as

$$
\begin{equation*}
\delta y_{1}=\delta x_{1}-\sum_{j=2}^{m}\left(\frac{\partial x_{1}}{\partial x_{j}}\right)_{P_{1}} \delta x_{j} \tag{5.59}
\end{equation*}
$$

Note that we are in the same position when we started the diagonalization process. Therefore, it is possible to develop the next steps by induction. For $\phi_{22}^{(1)} \neq 0$, we obtain the new basis

$$
\begin{equation*}
\delta y_{2}=\delta x_{2}-\sum_{j=3}^{m}\left(\frac{\partial x_{2}}{\partial x_{j}}\right)_{P_{1}, P_{2}} \delta x_{j} \tag{5.60}
\end{equation*}
$$

and the coefficients

$$
\begin{equation*}
\phi_{i j}^{(2)}=\phi_{i j}^{(1)}-\frac{\phi_{2 i}^{(1)} \phi_{2 j}^{(1)}}{\phi_{22}^{(1)}} . \tag{5.61}
\end{equation*}
$$

The next diagonal element is

$$
\begin{equation*}
\lambda_{2}=\phi_{22}^{(1)}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{2}^{2}}\right)_{P_{1}} \tag{5.62}
\end{equation*}
$$

and the second order variation from Eq. (5.55) transforms into

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \phi_{11} \delta y_{1}^{2}+\frac{1}{2} \phi_{22}^{(1)} \delta y_{2}^{2}+\delta^{2} \phi^{(2)} \tag{5.63}
\end{equation*}
$$

In such non-singular case, the complete process provides the following diagonal terms

$$
\begin{equation*}
\lambda_{k}=\phi_{k k}^{(k-1)}=\left(\frac{\partial^{2} \phi^{(k-1)}}{\partial x_{k}^{2}}\right)_{P_{1}, \ldots, P_{k-1}} \tag{5.64}
\end{equation*}
$$

obtained through the change of basis

$$
\begin{equation*}
\delta y_{k}=\delta x_{k}-\sum_{j=k+1}^{m}\left(\frac{\partial x_{k}}{\partial x_{j}}\right)_{P_{1}, \ldots, P_{k}} \delta x_{j} \tag{5.65}
\end{equation*}
$$

for $k=1, \ldots, m-1$ and

$$
\begin{equation*}
\delta y_{m}=\delta x_{m} \tag{5.66}
\end{equation*}
$$

In a matrix language, the transformation $L$ which diagonalizes $Q$ into $\Lambda$ is given by

$$
L=\left[\begin{array}{cccc}
1 & -\left(\frac{\partial x_{1}}{\partial x_{2}}\right)_{P_{1}} & \cdots & -\left(\frac{\partial x_{1}}{\partial x_{m}}\right)_{P_{1}}  \tag{5.67}\\
0 & 1 & \cdots & -\left(\frac{\partial x_{2}}{\partial x_{m}}\right)_{P_{1}, P_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right]
$$

The exposed diagonalization procedure presents a clear physical interpretation based on the presented decomposition for the total system $\widetilde{\sigma}$. The artificial partition involves its re-scaled copy $\sigma$ coupled to the complementary part $\sigma^{R}$, regarded as a reservoir of extensive quantities. This mental construction allows for testing the stability of an equilibrium state through fluctuations which are naturally implemented by Legendre transformations due to their intrinsic variational character. We begin our analysis with the variable $x_{1}$. By enabling fluctuations $\delta x_{1}$ with the remaining variables $x_{2}, \ldots, x_{m}$ fixed, the extremal principle

$$
\begin{equation*}
\Delta \widetilde{\phi}>0 \tag{5.68}
\end{equation*}
$$

transforms into

$$
\begin{equation*}
\Delta \widetilde{\phi}^{(1)}=\Delta\left(\phi-P_{1} x_{1}\right)>0 \tag{5.69}
\end{equation*}
$$

following. The local stability with respect to the induced variation requires that the function $\widetilde{\phi}^{(1)}$ presents a local minimum at the studied equilibrium state. Precisely, the second fundamental form must be positive definite

$$
\begin{equation*}
\delta^{2} \widetilde{\phi}^{(1)}=\delta^{2} \phi=\frac{\partial^{2} \phi}{\partial x_{1}^{2}}\left(\delta x_{1}\right)^{2}>0 \tag{5.70}
\end{equation*}
$$

yielding the first diagonal element

$$
\begin{equation*}
\lambda_{1}=\frac{\partial^{2} \phi}{\partial x_{1}^{2}}=\frac{\partial P_{1}}{\partial x_{1}}>0 . \tag{5.71}
\end{equation*}
$$

This condition permits the local realization of the Legendre transformation involving the conjugate variables $x_{1}$ and $P_{1}$. We derive the equation of state

$$
\begin{equation*}
x_{1}=x_{1}\left(P_{1}, x_{2}, \ldots, x_{m}\right) \tag{5.72}
\end{equation*}
$$

as a solution of the extremization problem. Since its infinitesimal deviation $\left(\delta x_{1}\right)_{P_{1}}$ of $x_{1}$ at fixed $P_{1}$ is

$$
\begin{equation*}
\left(\delta x_{1}\right)_{P_{1}}=\left(\frac{\partial x_{1}}{\partial x_{2}}\right)_{P_{1}} \delta x_{2}+\cdots+\left(\frac{\partial x_{1}}{\partial x_{m}}\right)_{P_{1}} \delta x_{m} \tag{5.73}
\end{equation*}
$$

the choice $\delta x_{1}=\left(\delta x_{1}\right)_{P_{1}}$ implies $\delta y_{1}=0$, according to Eq. (5.59). This means that, once we perform the Legendre transformation, the analysis of sign regarding the direction $\delta x_{1}$ gets completed. Such procedure verifies automatically the local stability for the corresponding variations. After this, our attention turns towards the fluxes of the variable $x_{2}$ conjugated to $P_{2}$. The corresponding successive Legendre transformation of $\phi^{(1)}$ satisfies the condition

$$
\begin{equation*}
\Delta \widetilde{\phi}^{(2)}=\Delta\left(\phi^{(1)}-P_{2} x_{2}\right)>0 \tag{5.74}
\end{equation*}
$$

which locally produces

$$
\begin{equation*}
\delta^{2} \widetilde{\phi}^{(2)}=\delta^{2} \phi^{(1)}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{2}^{2}}\right)_{P_{1}}\left(\delta x_{2}\right)^{2}>0 \tag{5.75}
\end{equation*}
$$

where the quantities $x_{3}, \ldots, x_{m}$ are kept constant. Consequently, we deduce the second diagonal element

$$
\begin{equation*}
\lambda_{2}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{2}^{2}}\right)_{P_{1}}=\left(\frac{\partial P_{2}}{\partial x_{2}}\right)_{P_{1}}>0 . \tag{5.76}
\end{equation*}
$$

The equation of state derived from the new extremal principle

$$
\begin{equation*}
x_{2}=x_{2}\left(P_{1}, P_{2}, x_{3}, \ldots, x_{m}\right) \tag{5.77}
\end{equation*}
$$

exhibits the local variation

$$
\begin{equation*}
\left(\delta x_{1}\right)_{P_{1}, P_{2}}=\left(\frac{\partial x_{2}}{\partial x_{3}}\right)_{P_{1}, P_{2}} \delta x_{3}+\cdots+\left(\frac{\partial x_{2}}{\partial x_{m}}\right)_{P_{1}, P_{2}} \delta x_{m} \tag{5.78}
\end{equation*}
$$

at fixed $P_{1}$ and $P_{2}$. The new basis, show in, assumes the form $\delta y_{2}=\delta x_{2}-\left(\delta x_{1}\right)_{P_{1}, P_{2}}$. For infinitesimal deviations determined by the path describing the obtained equation of state, with $\delta x_{2}=\left(\delta x_{1}\right)_{P_{1}, P_{2}}$, the new basis yields. The diaigonalization porcedure can be carried out inductuiely providing the same conclusions. The path or directions in the Gibbs space which test the local stability of a given state are brought by the Legendre transforms through the change of coordinates $L$. Therefore the algebraic and physical level by the natural structure of Thermodynamics equilibrium. From the positivity of the quadratic from in the energy representation, we extract the Le Chatelier principle

$$
\begin{equation*}
\frac{\partial P_{k}}{\partial x_{k}}>\left(\frac{\partial P_{k}}{\partial x_{k}}\right)_{P_{1}}>\cdots>\left(\frac{\partial P_{k}}{\partial x_{k}}\right)_{P_{1}, \ldots, P_{k-1}}>0 \tag{5.79}
\end{equation*}
$$

where the displacement $\delta x_{k}$ corresponds to a gradient of the generalized force $\delta P_{k}$. Such response is larger if the extensive quantities are kept fixed, and progressively smaller if the flux is allowed at fixed fields. Similarly, the local stability requires negative diagonal elements n the entropy representation.

As an example, consider a binary mixture described by a fundamental equation $U=U\left(S, V, N_{1}, N_{2}\right)$, involving the internal energy as a function of the entropy, volume, and number of particles $N_{i}$. From the total number of particles $N=N_{1}+N_{2}$, we define the generalized densities

$$
\begin{equation*}
u=\frac{U}{N}, s=\frac{S}{N}, \quad v=\frac{V}{N} \text { and } x=\frac{N_{1}}{N} . \tag{5.80}
\end{equation*}
$$

The diagonalization of the quadratic form $\delta^{2} u$ represented by

$$
Q=\left[\begin{array}{ccc}
\frac{\partial^{2} u}{\partial s^{2}} & \frac{\partial^{2} u}{\partial s \partial v} & \frac{\partial^{2} u}{\partial s \partial x}  \tag{5.81}\\
\frac{\partial^{2} u}{\partial v \partial s} & \frac{\partial^{2} u}{\partial v^{2}} & \frac{\partial^{2} u}{\partial v \partial x} \\
\frac{\partial^{2} u}{\partial x \partial s} & \frac{\partial^{2} u}{\partial x \partial v} & \frac{\partial^{2} u}{\partial x^{2}}
\end{array}\right]
$$

provides the stability criteria

$$
\begin{align*}
\lambda_{1} & =\frac{\partial^{2} u}{\partial s^{2}}>0  \tag{5.82}\\
\lambda_{2} & =\left(\frac{\partial^{2} f}{\partial v^{2}}\right)_{T}>0  \tag{5.83}\\
\lambda_{3} & =\left(\frac{\partial^{2} g}{\partial x^{2}}\right)_{T, P}>0, \tag{5.84}
\end{align*}
$$

according to . Indeed, these diagonal elements encompass appropriate curvature conditions over the internal energy $u=u(s, v, x)$ and its successive Legendre transforms: the Helmholtz free energy $f=f(t, v, x)$ and Gibbs free energy $g=g(T, P, x)$.

## Diagonalization for a singular quadratic form

The so called critical points are commonly considered as the boundary between stable and unstable states. In the explored context, the critical manifold can be defined by the semi definite character of the previously analyzed quadratic form. This condition is achieved whenever one of its diagonal elements, say $\lambda_{r}$, becomes zero; this readily implies $\operatorname{det} Q=0$. Since the order of the variables is not unique, we choose $r$ with the least value as possible. We discern two possibilities: $r=m$ and $r<m$. In the case $r=m$, with

$$
\begin{equation*}
\lambda_{m}=\phi_{m m}^{(m-1)}=0, \tag{5.85}
\end{equation*}
$$

the diagonalization procedure is concluded without problems. This is the most usual scenario. Since the quadratic form can assume the value zero, a positive free-energy
variation is guaranteed locally if

$$
\begin{equation*}
\frac{\partial^{3} \phi^{(m-1)}}{\partial x_{m}^{3}}=0 \tag{5.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{4} \phi^{(m-1)}}{\partial x_{m}^{4}}>0 \tag{5.87}
\end{equation*}
$$

For the remaining case (responsible for the critical azeotropy in binary mixtures), the diagonalization is interrupted when we arrive at the variable $x_{r}$ according to

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \sum_{i=1}^{r-1} \lambda_{i} \delta y_{i}^{2}+\delta^{2} \phi^{(r-1)} \tag{5.88}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta^{2} \phi^{(r-1)}=\sum_{i, j=r}^{m} \phi_{i j}^{(r-1)} \delta x_{i} \delta x_{j} . \tag{5.89}
\end{equation*}
$$

Considering

$$
\begin{equation*}
\lambda_{r}=\phi_{r r}^{(r-1)}=0, \tag{5.90}
\end{equation*}
$$

the quadratic form of Eq. (5.89) is semi-definite if

$$
\begin{equation*}
\phi_{r j}^{(r-1)}=0, \tag{5.91}
\end{equation*}
$$

for $j=r+1, \ldots, m$. Indeed, by choosing the displacements

$$
\begin{equation*}
\delta y_{i}=0 \tag{5.92}
\end{equation*}
$$

for $1 \leq i \leq r-1$, as well as

$$
\begin{equation*}
\delta x_{j}=0 \tag{5.93}
\end{equation*}
$$

for $r+1 \leq j \leq m$, the quadratic form

$$
\begin{equation*}
\delta^{2} \phi=\phi_{r k}^{(r-1)} \delta x_{r} \delta x_{k}+\phi_{k k}^{(r-1)} \delta x_{k}^{2} \tag{5.94}
\end{equation*}
$$

can take on positive and negative values according to the arbitrated values of $\delta x_{r}$ and $\delta x_{k}$. Then, we continue the diagonalization process keeping fixed the coordinate $x_{r}$, without submitting it to the Legendre transformation. Consequently, there is a decoupling between the sets of variables $\left\{x_{1}, \ldots, x_{r-1}\right\}$ and $\left\{x_{r+1}, \ldots, x_{m}\right\}$. Collecting the previous results, the critical points are determined by the following conditions

$$
\begin{align*}
\lambda_{r}=\frac{\partial^{3} \phi^{(r-1)}}{\partial x_{r}^{2}} & =0, \quad \lambda_{j}>0 \quad(j \neq r)  \tag{5.95}\\
\frac{\partial^{3} \phi^{(r-1)}}{\partial x_{r}^{3}} & =0, \quad \frac{\partial^{4} \phi^{(r-1)}}{\partial x_{r}^{4}}>0  \tag{5.96}\\
\frac{\partial^{2} \phi^{(r-1)}}{\partial x_{j} \partial x_{r}} & =0, \quad(j=r+1, \ldots, m) . \tag{5.97}
\end{align*}
$$

## Global Stability and the Maxwell Construction

We extend our stability analysis to global variations, including the emergence of several local minimum states. The general idea is already contained in the extremal principle which can be extended to its Legendre transformations. We highlight the following possibilities: locally

$$
\begin{align*}
& \delta^{2} \widetilde{\Phi}^{(k)}>0  \tag{5.98}\\
& \delta^{2} \widetilde{\Phi}^{(k)}=0  \tag{5.99}\\
& \delta^{2} \widetilde{\Phi}^{(k)}<0 \tag{5.100}
\end{align*}
$$

and globally

$$
\begin{equation*}
\Delta \widetilde{\Phi}^{(k)} \geq 0 \tag{5.101}
\end{equation*}
$$



Figure 5-4: The Legendre transformation and the Maxwell Construction, considering three different values of the fixed field $P$.
for $k=1, \ldots, m$. The equilibrium is stable if the conditions of Eqs. (5.99) and (5.101) are satisfied; in the critical case, the local quadratic approximation for the thermodynamic potential becomes degenerated as stated by Eq. (5.100). Also, if Eq. (5.99) is fulfilled with violation of Eq. (5.101) for a certain displacement, such equilibrium state is designated as metastable. The equilibrium state is unstable if Eq. (5.100) is verified by some local displacement.

We explore these definitions by studying fluctuations of the quantity $X$ (from a fundamental relation $\Phi=\Phi(X)$ ) obtained via interaction with reservoirs $R(P)$ through Legendre transformations. Figure 5-4 illustrates this procedure based on the described method of Lagrange multipliers, addressing three values of the conjugated field $P_{\alpha}>P_{\beta}>P_{\gamma}$. The respective thermodynamic potentials and families of lines of slope as functions of $X$ are portrayed by Figs. 5-4(a)-(c); the construction of the corresponding potentials $\widetilde{\Phi}^{\prime(1)}$ is exhibited in Figs. 5-4(d)-(f) ; finally, Figs. 5-4(g)-(i) depict the equations of state resultant from the extremization procedure and locally symbolized by $\frac{\partial \Phi}{\partial X}$. In Figs., the case $P=P_{\alpha}$ points out the emergence of a local solution $X_{0}^{*}$ to the extremization problem, besides the global minimum $X_{0}$. The colored area in Fig. corresponds to the energetic barrier separating theses equilibrium states. Precisely, this is verified because the highlighted region corresponds to the variation as follows

$$
\begin{align*}
\int_{X_{0}}^{X_{0}^{*}}\left(P-\frac{\partial \Phi}{\partial X}\right) d X & =P\left(X_{0}-X_{0}^{*}\right)-\left[\Phi\left(X_{0}\right)-\Phi\left(X_{0}^{*}\right)\right] \\
& =\left[\Phi\left(X_{0}^{*}\right)-P X_{0}^{*}\right]-\left[\Phi\left(X_{0}\right)-P X_{0}\right] \\
& =\Delta \widetilde{\Phi}^{(1)} \tag{5.102}
\end{align*}
$$

For $P=P_{\beta}$, we observe a new metastable phase, the solution $X_{0}^{\prime}$. The free energy avaliable to reach the local maximum from this metastable state is not enough to accomplish the same proccess starting from the global minimum, since $\Delta \widetilde{\Phi}^{\prime \prime(1)}>$ $\Delta \widetilde{\Phi}^{\prime(1)}$. These variations are also represented by the areas in Fig. When $P=$ $P_{\gamma}$, two global minima occur, $X_{0}^{\prime}$ and $X_{0}^{\prime \prime}$. Thus, the previous variations become equal, with $\Delta \widetilde{\Phi}^{\prime \prime(1)}=\Delta \widetilde{\Phi}^{\prime(1)}$.This is equivalent to the Maxwell construction. Indeed,
the Maxwell construction is an artifice recovering a fundamental idea: the stable equilibrium states must be determined by the extremization of a thermodynamical potential. The variational procedure directly determines the equations of state, not the simple attribution

$$
\begin{equation*}
P \rightarrow \frac{\partial \Phi}{\partial X}, \tag{5.103}
\end{equation*}
$$

which actually generates an imprecise equation of state that must be corrected by a Maxwell construction. The equilibrium points obtained in Figs. 5-4(g)-(i) are described in Fig 5-5. The stable presenting. Hence the adequate equation of state comes from the minimization of the potential

$$
\begin{equation*}
\Phi^{(1)}=\min _{X}\{\Phi(X)+P X\} \tag{5.104}
\end{equation*}
$$

providing the correct solution $X_{0}=X_{0}(P)$, with $\Phi^{(1)}(P)=\widetilde{\Phi}^{(1)}\left(P \mid X_{0}\right)$.


Figure 5-5: The equation of state, obtained as the solution of the extremization procedure.

## Chapter 6

## Conclusions and Perspectives

> "My words fly up, my thoughts remain below: Words without thoughts never to heaven go."

- William Shakespeare, Hamlet

We have studied theoretically the occurrence of density anomaly in a quantum system considering parameters compatible with its experimental realization in optical lattices, within the framework described by the self-energy functional theory. It was also shown that the physical mechanism underlying normal density anomalies relies on the presence of a zero point entropy in the atomic limit, marking phase transitions between Mott Insulators with different occupation. The inclusion of the hopping amplitude (enabling the rise of a superfluid phase) lifts the ground state degeneracy, generates correlations among different sites and damps residual entropies and thermal expansion. Nevertheless, regions of anomalous density behavior can be found in a perturbative regime $(J \ll U)$ corresponding to atomic recoil energy being much smaller than the intensities of the confining field $E_{r} \ll V_{0}$. For very intense confining fields waterlike anomalies are also found inside the superfluid regime, as was illustrated for the case of rubidium-87 in Figs. 3-9 and 3-10.

Our proposition is that by understanding the competition between different physical mechanisms contributing to free energy, usually manifested through interactions between particles (but here including chemical potential and hopping), and the re-
lation between residual entropy and ground state phase transitions, it is possible to design and predict the phenomenology of density anomaly in systems other than liquid water, as illustrated here with optical lattices of rubidium-87, sodium-23 and cesium-133 atoms.

We also studied in detail the specific heat capacity dependence on temperature of bosons described by the Bose-Hubbard model, considering simple cubic and square lattice geometries. Our theoretical analysis comprehended numerical methods, including the self-energy functional theory (a non-perturbative and self consistent approach, suitable for the description of both normal and superfluid phases) complemented by finite-temperature perturbation theory around the atomic limit. Our analysis revealed an anomalous double-peak behavior of the specific heat capacity as temperature is varied, connected to a residual entropy established in the atomic limit. Indeed, for $J=0$, the anomaly is present for values of $\mu$ near ground-state phase transition between Mott insulators of successive occupation number. In this regime, such groundstate macroscopic degeneracy is originated from the energetic competition between the local interaction $U$ and the chemical potential $\mu$. While the local interaction is repulsive and tends to decrease the occupation of a single site, the chemical potential acts in the opposite direction, favoring occupation. Specifically, when $\mu$ takes on integer values of the on-site repulsion (which is exactly the energy required to add another particle at a given site), the system becomes frustrated energetically. This energetic frustration gets translated into an additional low-temperature maximum of $c_{\mu}$ as a function of $T$. In this scenario, we also demonstrated a general decomposition of the specific heat, based on all possible transitions realizable between the energy eigenvalues of the system's spectrum. This result enabled us to identify the relevant energy level transitions and how the noted peaks evolve as the chemical potential is varied.

For finite hopping amplitudes, the superfluid phase tends to destroy the reported maxima. Indeed, the double-peak structure is only observed inside the normal phase and in a perturbative regime, corresponding to very deep optical lattices. Additionally, the low-temperature maximum presents a reduced magnitude when compared to


Figure 6-1: Schematically, the temperature dependence of resistance of usual and strange metals. Extracted from Ref. [177]
the atomic limit. This can be explained by the effects of correlations created between first neighbors (enabled by the hopping), producing a prominent change in the free energy's curvature. Such connection was established by an exact and general result relating the variation in free energy to the building up of correlations as the tunneling amplitude is turned on. Spectral functions were also used to illustrate the relevant excitations dominant at each maximum.

Taking into account the concepts demonstrated in this work, we intend to explore more deeply the capacity of these simulator in extracting fundamental mechanisms of complex systems. In our perspective, we aim to extended our analysis of anomalies to the domain of transport quantities. In particular, we envision to develop theoretical studies regarding the transport properties of strongly interacting systems. But why we consider this a relevant path? The conventional theories, which include the Fermi liquid theory associated to the Boltzmann kinetic equation [106, 178], applied to describe ordinary metals usually fail in this scenario. The consequent anomalous behaviors include a linear dependence of the resistivity with temperature at low temperatures and the absence of a saturation value in a high temperature range [179]. In special, such properties are exhibited by materials called cuprates, the first high temperature superconductors, which yielded the Nobel prize to their discoverers Bednorz and Müller in 1987 [180]. Since then, a myriad of cuprates were identified, attaining the superconductor state at temperatures around $-135{ }^{\circ} \mathrm{C}$ or 138 K , compatible with
liquid nitrogen refrigeration [181]. Despite their simple structure and composition, the origins of the reported phenomena lack a full theoretical understanding, remaining one of the most challenging problems in the materials science.

In order to explore how resistivity and diffusion develops in such scenarios, we will use quantum gases trapped in optical lattices as a platform to emulate these systems in clear and controllable ways, following the recently studied quantum simulators. In this scenario, we aim to extract fundamental mechanisms underlying the behavior of strange metals, precursors of phenomena attaining great technological interest such as superconductivity at high temperatures.

Indeed, a recent work by Brown et al. [182, 183] (2019) announced a real breakthrough in the field. Manipulating atoms in an optical lattice, they observed the behavior of strange metals in a highly interacting fermionic system. Due to the absence of disorder and lattice phonons in the system, the observed effects are resultant of electronic correlations. Hence, the lithium atoms obey analogous physical effects compared to electrons in real metals.

Following this experimental evidence, we intend to investigate how resistivity and diffusion develops in the Fermi-Hubbard model [184], which theoretically describes the commented scenario. In particular, how and if the anomalies appear in a broader range of temperatures and coupling parameters, mapping the possible evolution of the system into a Fermi liquid by tuning the interaction among particles. With the considerations exposed, our goal is directed towards understanding how interactions lead to the breakdown of conventional theories describing the behavior of usual metals, generating collective and complex phenomena.

## Appendix A

## Two-states approximation and the critical densities

Near the GSPT between configurations of occupation numbers $n$ and $n+1$, the grand canonical free energy can be approximated by

$$
\begin{equation*}
\Omega \approx-\frac{1}{\beta} \ln \left(e^{-\beta \epsilon_{n}}+e^{-\beta \epsilon_{n+1}}\right)^{L}, \tag{A.1}
\end{equation*}
$$

from which we calculate pressure as

$$
\begin{align*}
P v_{0} \approx & -\frac{\epsilon_{n}+\epsilon_{n+1}}{2} \\
& +\frac{1}{\beta} \ln \left\{2 \cosh \left[\frac{\beta\left(\epsilon_{n}-\epsilon_{n+1}\right)}{2}\right]\right\} . \tag{A.2}
\end{align*}
$$

Now we define $\Delta P=P-P_{n}$ and $\Delta \mu=\mu-\mu_{n}$ to rewrite

$$
\begin{equation*}
\Delta P v_{0}=\left(n+\frac{1}{2}\right) \Delta \mu+\frac{1}{\beta} \ln \left[2 \cosh \left(\frac{\beta \Delta \mu}{2}\right)\right], \tag{A.3}
\end{equation*}
$$

and calculate

$$
\begin{equation*}
\rho v_{0}=\left(n+\frac{1}{2}\right)+\tanh \left(\frac{\beta \Delta \mu}{2}\right) . \tag{A.4}
\end{equation*}
$$

By inverting Eq. (A.4) it is possible to obtain

$$
\begin{equation*}
e^{\beta \Delta P^{*}}\left(1-2 \delta_{n}\right)^{n+1}=2\left(1+2 \delta_{n}\right)^{n}, \tag{A.5}
\end{equation*}
$$

with $\delta_{n}=\bar{\rho}_{n}^{*}-\rho_{n}^{*}$ as defined above. At the critical pressure, $\Delta P^{*}=0$ and Eq. (3.12) is recovered. The case $n=1$ leads to the second order polynomial

$$
\begin{equation*}
4 \delta_{1}^{2}-8 \delta_{1}-1=0 \tag{A.6}
\end{equation*}
$$

whose physically viable solution is $\delta_{1}=(2-\sqrt{5}) / 2$, resulting in $\bar{\rho}_{1}^{*}=(5-\sqrt{5}) / 2$, as discussed in the Section 3.2. The values of the critical densities for arbitrary $n$ can be calculated numerically from equation (3.12). These solutions have the property $\lim _{n \rightarrow \infty} \delta_{n}=0$, meaning that in this limit critical densities become identical when calculated at fixed $\mu$ and fixed $P$.

## Appendix B

## Self-energy Functional Theory

## B. 1 General Aspects

In order to map the thermodynamics of the bosons we employ a variational and non-perturbative self-consistent approach, the self-energy functional theory derived by Hügel et al. [99, 161], inspired in the original works for fermions by Potthoff [100]. The formalism, which includes $U(1)$ symmetry breaking and comprehends previous BDMFT approaches [97, 98, 101, 102], is based on successive Legendre transformations of the free-energy functional $\Omega$ leading to a new functional $\Omega_{S E}$ of the selfenergies. The approximation scheme to the many-body problem constricts the variational space: the self-energy domain is restricted to a subspace of self-energies of a simpler reference system. Then, the original problem is transformed into determining stationary solutions of this new functional in terms of the reference system's free propagators. This subsection is devoted to provide an overview of the method, following the references $[99,104,105,161]$.

First, we write the Bose-Hubbard Hamiltonian

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j}+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i} \tag{B.1}
\end{equation*}
$$

in a more concise and general form

$$
\begin{equation*}
H=\frac{1}{2} \mathbf{b}_{\alpha}^{\dagger} \mathbf{t}_{\beta}^{\alpha} \mathbf{b}^{\beta}+\mathcal{V}+\mathbf{F}_{\alpha}^{\dagger} \mathbf{b}^{\alpha}, \tag{B.2}
\end{equation*}
$$

including an explicit symmetry breaking field $\mathbf{F}$ which couples to the bosonic operators. In this notation, we use the Einstein summation convention and the superindex $\alpha$ spans the site index $i$ as well as the Nambu index $\nu$. Explicitly, the bosonic operator reads as $\mathbf{b}_{\alpha}^{\dagger} \equiv \mathbf{b}_{i \nu}^{\dagger}=\left(b_{i}^{\dagger}, b_{i}\right)_{\nu}$, with commutation relations $\left[\mathbf{b}_{\alpha}, \mathbf{b}_{\beta}^{\dagger}\right]=\left(\mathbf{1} \otimes \sigma_{z}\right)_{\beta}^{\alpha}$. Also, we have the generalized hopping $\mathbf{t}_{\beta}^{\alpha}=\mathbf{t}_{j \nu}^{i \eta}=t_{i j} \otimes \mathbf{1}_{\eta \nu}$ and interaction of the form $\mathcal{V}=U_{\alpha \beta \gamma \delta} \mathbf{b}^{\alpha} \mathbf{b}^{\beta} \mathbf{b}^{\gamma} \mathbf{b}^{\delta}$.

Including finite-temperature effects (with $k_{B} T=1 / \beta$ ), the partition function $\mathcal{Z}=\operatorname{Tr}\left[\mathcal{T} e^{-\mathcal{S}}\right]$ follows as a trace comprising the imaginary time ordered exponential of the action $\mathcal{S}$ [106-108],

$$
\begin{align*}
\mathcal{S}\left[\mathbf{F}, \mathbf{G}_{0}^{-1}\right]= & -\frac{1}{2} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \mathbf{b}^{\dagger}(\tau) \mathbf{G}_{0}^{-1}\left(\tau, \tau^{\prime}\right) \mathbf{b}\left(\tau^{\prime}\right) \\
& +\int_{0}^{\beta} d \tau \mathcal{V}[\mathbf{b}(\tau)]+\int_{0}^{\beta} d \tau \mathbf{F}^{\dagger} \mathbf{b}(\tau) \tag{B.3}
\end{align*}
$$

written according to its explicit dependence on $\mathbf{F}$ and the non-interacting Green's function $\mathbf{G}_{0}$

$$
\begin{equation*}
\mathbf{G}_{0}^{-1}=\delta\left(\tau-\tau^{\prime}\right)\left(-\left[\mathbf{1} \otimes \sigma_{z}\right] \partial_{\tau^{\prime}}-\mathbf{t}\right) . \tag{B.4}
\end{equation*}
$$

From the partition function, averages can be defined as $\langle O(\tau)\rangle=\operatorname{Tr}\left[\mathcal{T} e^{-S} O(\tau)\right] / \mathcal{Z}$. Also, its logarithm provides the free-energy $\Omega\left[\mathbf{F}, \mathbf{G}_{0}^{-1}\right]=-\ln [\mathcal{Z}] / \beta$, which is a generating functional of the propagators: the condensate Green's function $\boldsymbol{\Phi}$

$$
\begin{equation*}
\beta \frac{\delta \Omega}{\delta \mathbf{F}^{\dagger}}=\langle\mathbf{b}\rangle \equiv \boldsymbol{\Phi} \tag{B.5}
\end{equation*}
$$

and the connected interacting Green's function G

$$
\begin{equation*}
2 \beta \frac{\delta \Omega}{\delta \mathbf{G}_{0}^{-1}}=-\left\langle\mathbf{b}(\tau) \mathbf{b}^{\dagger}\left(\tau^{\prime}\right)\right\rangle \equiv \mathbf{G}\left(\tau, \tau^{\prime}\right)-\boldsymbol{\Phi} \boldsymbol{\Phi}^{\dagger} \tag{B.6}
\end{equation*}
$$

Further details regarding products and traces are addressed in Subsections B. 2 and B.3.
Based on a Legendre transformation, the free-energy functional dependence can be exchanged from $\mathbf{F}$ and $\mathbf{G}_{0}^{-1}$ to the dressed propagators $\boldsymbol{\Phi}$ and $\mathbf{G}$, leading to the Baym-Kadanoff functional [109-112]

$$
\begin{align*}
\beta \Omega_{B K}[\boldsymbol{\Phi}, \mathbf{G}]= & \mathbf{F}^{\dagger} \boldsymbol{\Phi}-\frac{1}{2} \boldsymbol{\Phi}^{\dagger} \mathbf{G}_{0}^{-1} \boldsymbol{\Phi}+\frac{1}{2} \operatorname{Tr}\left[\mathbf{G}_{0}^{-1} \mathbf{G}\right]+\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}^{-1}\right] \\
& +\Phi_{L W}[\boldsymbol{\Phi}, \mathbf{G}] \tag{B.7}
\end{align*}
$$

In Eq. (B.7), $\Phi_{L W}[\mathbf{\Phi}, \mathbf{G}]$ is the Luttinger-Ward functional [113, 114], a universal contribution which encompasses the complexity of the many-body system, containing all two-particle irreducible (2PI) diagrams [115, 116]. At the physical solution, the functional $\Omega_{B K}[\mathbf{\Phi}, \mathbf{G}]$ is stationary

$$
\begin{equation*}
\frac{\delta \Omega_{B K}}{\delta \mathbf{\Phi}^{\dagger}}=0, \quad \frac{\delta \Omega_{B K}}{\delta \mathbf{G}}=0 \tag{B.8}
\end{equation*}
$$

and it is equal to the equilibrium free-energy $\Omega_{B K}=\Omega$. The variations

$$
\begin{equation*}
\beta \frac{\delta \Omega_{B K}}{\delta \boldsymbol{\Phi}^{\dagger}}=\mathbf{F}-\mathbf{G}_{0}^{-1} \boldsymbol{\Phi}+\frac{\delta \Phi_{L W}}{\delta \boldsymbol{\Phi}^{\dagger}} \tag{B.9}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \beta \frac{\delta \Omega_{B K}}{\delta \mathbf{G}}=\mathbf{G}_{0}^{-1}-\mathbf{G}^{-1}+2 \frac{\delta \Phi_{L W}}{\delta \mathbf{G}} \tag{B.10}
\end{equation*}
$$

associated to the conditions of Eq. (B.8) lead to the following identification

$$
\begin{equation*}
\boldsymbol{\Sigma}_{1 / 2}=-\frac{\delta \Phi_{L W}}{\delta \boldsymbol{\Phi}^{\dagger}}, \quad \boldsymbol{\Sigma}=-2 \frac{\delta \Phi_{L W}}{\delta \mathbf{G}} \tag{B.11}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{1 / 2}$ and $\boldsymbol{\Sigma}$ are the one and two-point self-energies, respectively. Therefore, the propagators obey the Dyson's equations

$$
\begin{equation*}
\mathbf{G}_{0}^{-1} \boldsymbol{\Phi}=\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2} \tag{B.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}^{-1}=\mathbf{G}_{0}^{-1}-\boldsymbol{\Sigma} \tag{B.13}
\end{equation*}
$$

With another Legendre transform, the Baym-Kadanoff functional dependence can be exchanged from the one and two-point propagators $\boldsymbol{\Phi}$ and $\mathbf{G}$ to their respective self-energies $\boldsymbol{\Sigma}_{1 / 2}$ and $\boldsymbol{\Sigma}$, yielding the self-energy functional

$$
\begin{align*}
\beta \Omega_{S E}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]= & \frac{1}{2}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)^{\dagger} \mathbf{G}_{\mathbf{0}}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)+\frac{1}{2} \operatorname{Tr} \ln \left[-\left(\mathbf{G}_{\mathbf{0}}^{-1}-\boldsymbol{\Sigma}\right)\right] \\
& +\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right] \tag{B.14}
\end{align*}
$$

The universal functional $\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]=\Phi_{L W}[\mathbf{\Phi}, \mathbf{G}]+\boldsymbol{\Sigma}_{1 / 2}^{\dagger} \boldsymbol{\Phi}+\frac{1}{2} \operatorname{Tr}[\boldsymbol{\Sigma} \mathbf{G}]$ is simply the Legendre transform of the Luttinger-Ward functional $\Phi_{L W}[\mathbf{\Phi}, \mathbf{G}]$, with the following variations

$$
\begin{equation*}
\frac{\delta \mathcal{F}}{\delta \boldsymbol{\Sigma}_{1 / 2}^{\dagger}}=\boldsymbol{\Phi}, \quad 2 \frac{\delta \mathcal{F}}{\delta \boldsymbol{\Sigma}}=\mathbf{G} \tag{B.15}
\end{equation*}
$$

At the physical solution, $\Omega_{S E}$ is stationary and equal to the free-energy $\Omega_{S E}=\Omega_{B K}=$ $\Omega$ (as a result of $\Omega, \Omega_{B K}$ and $\Omega_{S E}$ being connected by successive Legendre transforms), yielding once again the Dyson's equations

$$
\begin{equation*}
0=\beta \frac{\delta \Omega_{S E}}{\delta \boldsymbol{\Sigma}_{1 / 2}^{\dagger}}=-\mathbf{G}_{\mathbf{0}}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)+\mathbf{\Phi} \tag{B.16}
\end{equation*}
$$

and

$$
\begin{equation*}
0=2 \beta \frac{\Omega_{S E}}{\delta \boldsymbol{\Sigma}}=-\left(\mathbf{G}_{\mathbf{0}}^{-1}-\boldsymbol{\Sigma}\right)^{-1}+\mathbf{G} \tag{B.17}
\end{equation*}
$$

The mentioned universality of the functional $\mathcal{F}$ enables us to overcome its complexity with the introduction of an exactly solvable reference system (denoted by primed quantities) exhibiting the same symmetry and interactions as the original
one. According to Eq. (B.14), the reference system's self-energy functional

$$
\begin{align*}
\beta \Omega_{S E}^{\prime}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]= & \frac{1}{2}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}\right)^{\dagger} \mathbf{G}_{0}^{\prime}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}\right)+\frac{1}{2} \operatorname{Tr} \ln \left[-\left(\mathbf{G}_{0}^{\prime-1}-\boldsymbol{\Sigma}\right)\right] \\
& +\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right] \tag{B.18}
\end{align*}
$$

evaluated at the physical solutions $\Sigma_{1 / 2}=\Sigma_{1 / 2}^{\prime}$ and $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\prime}$ is equal to the reference system's free-energy $\Omega_{S E}^{\prime}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right]=\Omega^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]$. Subtracting Eq. (B.18) from Eq. (B.14), $\Omega_{S E}$ evaluated at $\boldsymbol{\Sigma}_{1 / 2}=\boldsymbol{\Sigma}_{1 / 2}^{\prime}$ and $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\prime}$ becomes

$$
\begin{align*}
\beta \Omega_{S E}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right]= & \beta \Omega^{\prime}+\frac{1}{2}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)^{\dagger} \mathbf{G}_{0}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right) \\
& -\frac{1}{2}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)^{\dagger} \mathbf{G}_{0}^{\prime}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)+\frac{1}{2} \operatorname{Tr} \ln \left[\frac{\mathbf{G}_{0}^{-1}-\boldsymbol{\Sigma}^{\prime}}{\mathbf{G}_{0}^{\prime-1}-\boldsymbol{\Sigma}^{\prime}}\right] \tag{B.19}
\end{align*}
$$

Therefore, the solution of the reference system provides a parametrization of the selfenergies in terms of $\mathbf{F}^{\prime}$ and $\mathbf{G}_{0}^{\prime-1}$, which allows the construction of the self-energy functional theory approximation $\Omega_{S F T}$ to the self-energy functional $\Omega_{S E}$ according to

$$
\begin{equation*}
\Omega_{S F T}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]=\Omega_{S E}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right], \boldsymbol{\Sigma}^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]\right] \tag{B.20}
\end{equation*}
$$

The approximation consists in constraining the variational principle to the subspace of self-energies of the reference system; this procedure applied to the variations of Eqs. (B.16) and (B.17) yields the Euler equations $\delta_{\mathbf{F}^{\prime} \uparrow} \Omega_{S F T}=0$ and $\delta_{\mathbf{G}_{0}^{\prime-1}} \Omega_{S F T}=0$.

In particular, we choose a local reference system, the SFA3 minimal construction [99,161], comprehending three variational parameters: the $U(1)$ symmetry breaking linear field $F^{\prime}$ conjugated to the creation $b^{\dagger}$ and annihilation $b$ operators; the two fields $\Delta_{00}$, coupled with the density $b^{\dagger} b$, and $\Delta_{01}$, conjugated to pair creation $b^{\dagger} b^{\dagger}$ and pair annihilation $b b$ operators. The Hamiltonian describing the bosonic state is given by

$$
\begin{equation*}
H^{\prime}\left[\mathbf{F}^{\prime}, \boldsymbol{\Delta}\right]=\frac{1}{2} \mathbf{b}^{\dagger} \boldsymbol{\Delta} \mathbf{b}+\frac{U}{2} n(n-1)-\mu n+\mathbf{F}^{\prime \dagger} \mathbf{b} \tag{B.21}
\end{equation*}
$$

where $\mathbf{b}=\left(b, b^{\dagger}\right), \mathbf{F}^{\prime}=\left(F^{\prime}, F^{\prime *}\right)$ and $\boldsymbol{\Delta}=\Delta_{00} \mathbf{1}+\Delta_{01} \sigma_{x}$.
Therefore, the states of thermodynamic equilibrium are determined by the stationary points of $\Omega_{S F T}$, given by $\nabla \Omega_{S F T}\left[F, \Delta_{00}, \Delta_{01}\right]=0$ (or $\delta_{\mathbf{F}^{\prime}} \Omega_{S F T}=0$ and $\delta_{\Delta} \Omega_{S F T}=0$ ). The functional can be evaluated according to the following steps, which are completely developed throughout the next Subsections. Given the parameters $F^{\prime}, \Delta_{00}$ and $\Delta_{01}$, the Hamiltonian of Eq. (B.21) is determined. From Subsection B.4, the reference system's partition function and free-energy are computed through Eqs. (B.55) and (B.56), followed by its one and two-point propagators of Eqs. (B.57) and (B.59), and the self-energies according to the Dyson's Eqs. (B.61) and (B.62). The next step is to calculate the lattice system's one and two-point propagators by using Eqs. (B.66) and (B.65), respectively. These products and the logarithmic trace $\operatorname{Tr} \ln \left[\mathbf{G}^{\prime} \mathbf{G}^{-1}\right]$ are determined following the prescriptions presented in Subsections B. 2 and B.3, respectively. By collecting the required terms in Eq. (B.19), the desired self-energy functional is evaluated and its stationary points can be determined. The code employed in our calculations is also available in the Supplemental Material.

## B. 2 Tensor Products

The product $\mathbf{V}^{\alpha}(\tau)$ of a second order tensor $\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ and a first order tensor $\mathbf{F}^{\alpha}(\tau)$ comprises the sum over the superindex and integration in imaginary time according to

$$
\begin{equation*}
\mathbf{V}^{\alpha}(\tau)=\sum_{\gamma} \int_{0}^{\beta} d \tilde{\tau} \mathbf{M}_{\gamma}^{\alpha}(\tau, \tilde{\tau}) \mathbf{F}^{\gamma}(\tilde{\tau}) . \tag{B.22}
\end{equation*}
$$

Similarly, the product $\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ of two second-order tensors $\mathbf{A}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ and $\mathbf{B}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ is defined by

$$
\begin{equation*}
\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)=\sum_{\gamma} \int_{0}^{\beta} d \tilde{\tau} \mathbf{A}_{\gamma}^{\alpha}(\tau, \tilde{\tau}) \mathbf{B}_{\beta}^{\gamma}\left(\tilde{\tau}, \tau^{\prime}\right) \tag{B.23}
\end{equation*}
$$

As a consequence, a scalar $R=\mathbf{V}^{\dagger} \mathbf{M F}$, given by the contraction of two first order tensors $\mathbf{V}^{\alpha}(\tau)$ and $\mathbf{F}^{\alpha}(\tau)$ with a second order tensor $\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$, can be expressed as

$$
\begin{equation*}
R=\sum_{\alpha \beta} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \mathbf{V}_{\alpha}^{\dagger}(\tau) \mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right) \mathbf{F}^{\beta}\left(\tau^{\prime}\right) \tag{B.24}
\end{equation*}
$$

Also, time and space translation invariances imply $\mathbf{M}_{\beta}^{\alpha}\left(\tau-\tau^{\prime}\right)=\mathbf{M}_{\mathbf{r}_{j}, \nu}^{\mathbf{r}_{i}, \eta}\left(\tau-\tau^{\prime}\right)=$ $\mathbf{M}_{\nu}^{\eta}\left(\mathbf{r}_{i}-\mathbf{r}_{j}, \tau-\tau^{\prime}\right)$. The connection between the imaginary time domain and the Matsubara frequency space (with $\omega_{n}=\frac{2 \pi}{\beta} n$ ) is established through the Fourier relations

$$
\begin{align*}
\mathbf{M}_{\beta}^{\alpha}\left(i \omega_{n}\right) & =\int_{0}^{\beta} d \tau e^{i \omega_{n} \tau} \mathbf{M}_{\beta}^{\alpha}(\tau),  \tag{B.25}\\
\mathbf{M}_{\beta}^{\alpha}(\tau) & =\frac{1}{\beta} \sum_{n=-\infty}^{\infty} e^{-i \omega_{n} \tau} \mathbf{M}_{\beta}^{\alpha}\left(i \omega_{n}\right) . \tag{B.26}
\end{align*}
$$

Analogously, real and momentum spaces are related by

$$
\begin{align*}
\mathbf{M}_{\nu}^{\eta}(\mathbf{k}, \tau) & =\sum_{\mathbf{r}} e^{-i \mathbf{k} \cdot \mathbf{r}} \mathbf{M}_{\nu}^{\eta}(\mathbf{r}, \tau)  \tag{B.27}\\
\mathbf{M}_{\nu}^{\eta}(\mathbf{r}, \tau) & =\frac{1}{N_{s}} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{r}} \mathbf{M}_{\nu}^{\eta}(\mathbf{k}, \tau) . \tag{B.28}
\end{align*}
$$

Similar conclusions also hold for first order tensors. Combining space and time translation invariances, in momentum and Matsubara frequency space the products exhibited by Eqs. (B.22), (B.23) and (B.24) simplify to

$$
\begin{align*}
\mathbf{V}^{\eta} & =\sum_{\nu} \mathbf{M}_{\nu}^{\eta}\left(\mathbf{k}=\mathbf{0}, i \omega_{0}\right) \mathbf{F}^{\nu},  \tag{B.29}\\
\mathbf{M}_{\nu}^{\eta}\left(\mathbf{k}, i \omega_{n}\right) & =\sum_{\mu} \mathbf{A}_{\mu}^{\eta}\left(\mathbf{k}, i \omega_{n}\right) \mathbf{B}_{\nu}^{\mu}\left(\mathbf{k}, i \omega_{n}\right),  \tag{B.30}\\
R & =\beta N_{s} \sum_{\eta \nu} \mathbf{V}_{\eta}^{\dagger} \mathbf{M}_{\nu}^{\eta}\left(\mathbf{k}=\mathbf{0}, i \omega_{0}\right) \mathbf{F}^{\nu} . \tag{B.31}
\end{align*}
$$

## B. 3 Traces

## General Definitions

The traces presented in the functional formulations are defined as the complete contraction over superindices and a double integration in imaginary-time according to

$$
\begin{equation*}
\operatorname{Tr}[\mathbf{M}]=\sum_{\gamma} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \delta_{\gamma}\left(\tau-\tau^{\prime}\right) \mathbf{M}_{\gamma}^{\gamma}\left(\tau, \tau^{\prime}\right), \tag{B.32}
\end{equation*}
$$

where $\delta_{\gamma}(\tau)=\delta_{\mathbf{r}_{i}, \nu}(\tau)=\delta\left(\tau-(-1)^{\nu} 0^{-}\right)$with $\nu=0,1$. The delta function is introduced in order to impose normal ordering of the diagonal Nambu components of M. Considering time and space translation invariances, the trace defined by Eq. (B.32) becomes

$$
\begin{align*}
\operatorname{Tr}[\mathbf{M}] & =\beta N_{s} \sum_{\nu} \mathbf{M}_{\nu}^{\nu}\left(\mathbf{r}_{i}=\mathbf{0}, \tau=(-1)^{\nu} 0^{-}\right) \\
& =\sum_{\nu \mathbf{k} n} e^{i \omega_{n}(-1)^{\nu} 0^{+}} \mathbf{M}_{\nu}^{\nu}\left(\mathbf{k}, i \omega_{n}\right) \tag{B.33}
\end{align*}
$$

The summation over Matsubara frequencies within the described limit can impose difficulties depending on the asymptotic behavior of $\mathbf{M}$. In order to improve the convergence properties of such sums, we analyze explicitly its high frequency expansion in the following.

## High Frequency Expansion

We define the high frequency expansion of

$$
\begin{equation*}
\mathbf{M}\left(\mathbf{k}, i \omega_{n}\right)=\mathcal{M}\left(\mathbf{k}, i \omega_{n}\right)+\mathcal{O}\left(\left(i \omega_{n}\right)^{-\left(N_{h}+1\right)}\right) \tag{B.34}
\end{equation*}
$$

up to order $N_{h}$ according to

$$
\begin{equation*}
\mathcal{M}\left(\mathbf{k}, i \omega_{n}\right)=\sum_{p=1}^{N_{h}} \mathbf{m}_{p}(\mathbf{k}) Q_{p}\left(i \omega_{n}\right) \tag{B.35}
\end{equation*}
$$

where

$$
Q_{p}\left(i \omega_{n}\right)=\left\{\begin{array}{ll}
\frac{1}{\left(i \omega_{n}\right)^{p}}, & \omega_{n} \neq 0  \tag{B.36}\\
0, & \omega_{n}=0
\end{array} .\right.
$$

By adding and subtracting the term $\operatorname{Tr}[\mathcal{M}]$ in Eq. (B.33), the corresponding trace can be expressed as

$$
\begin{equation*}
\operatorname{Tr}[\mathbf{M}]=\sum_{\nu \mathbf{k}}\left(\sum_{n}\left[\mathbf{M}\left(\mathbf{k}, i \omega_{n}\right)-\mathcal{M}\left(\mathbf{k}, i \omega_{n}\right)\right]_{\nu}^{\nu}+\beta \mathcal{M}_{\nu}^{\nu}\left(\mathbf{k}, \tau=(-1)^{\nu} 0^{-}\right)\right) \tag{B.37}
\end{equation*}
$$

since the asymptotic behavior $[\mathbf{M}-\mathcal{M}]_{\nu}^{\nu} \sim\left(i \omega_{n}\right)^{-\left(N_{h}+1\right)}$ allows us to drop the exponent present in the trace definition. Considering a finite number $N_{\omega}$ of Matsubara frequencies and a high frequency expansion of order $N_{h}$, the trace approximation reads as

$$
\begin{align*}
\operatorname{Tr}[\mathbf{M}] \approx & \sum_{\nu \mathbf{k}}\left(\mathbf{M}_{\nu}^{\nu}\left(\mathbf{k}, i \omega_{0}\right)+\sum_{n=-N_{\omega}}^{N_{\omega}}\left[\mathbf{M}\left(\mathbf{k}, i \omega_{n}\right)-\sum_{p=1}^{N_{h}} \frac{\mathbf{m}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}}\right]_{\nu}^{\nu}\right. \\
& \left.+\beta \sum_{p=1}^{N_{h}}\left[\mathbf{m}_{p}(\mathbf{k})\right]_{\nu}^{\nu} Q_{p}\left(\mathbf{k}, \tau=(-1)^{\nu} 0^{-}\right)\right) \tag{B.38}
\end{align*}
$$

where the primed sum excludes $\omega_{n}=0$. The calculations presented in this paper employ $N_{\omega}=1000$ with a second order $N_{h}=2$ tail expansion.

In order to compute the trace approximation of Eq. (B.38), the functions $Q_{p}(\tau)$, Fourier transforms of $Q_{p}\left(i \omega_{n}\right)$, need to be determined. The idea is to visualize them as sums of the residues [106] of a given complex function as follows

$$
\begin{equation*}
Q_{p}(\tau)=\frac{1}{\beta} \sum_{n=-\infty}^{\infty} \frac{e^{-i \omega_{n} \tau}}{\left(i \omega_{n}\right)^{p}}=\sum_{n=-\infty}^{\infty} \operatorname{Res}\left[\frac{e^{-\tau z}}{z^{p}} h(z), i \omega_{n}\right] \tag{B.39}
\end{equation*}
$$

with $h(z)=\left(1-e^{-\beta z}\right)^{-1}$. The poles $z=i \omega_{n}$ are located along the imaginary axis; then, the residue theorem allows us to relate the result to a contour integral, comprehending the imaginary axis of the complex plane

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \operatorname{Res}\left[\frac{e^{-\tau z}}{z^{p}} h(z), i \omega_{n}\right]=\oint_{C} \frac{d z}{2 \pi i} \frac{e^{-\tau z}}{z^{p}} h(z) . \tag{B.40}
\end{equation*}
$$

By deforming the original contour $C$ into two semi-circles of infinite radius this same integral becomes

$$
\begin{equation*}
\oint_{C^{\prime}} \frac{d z}{2 \pi i} \frac{e^{-\tau z}}{z^{p}} h(z)=0 \tag{B.41}
\end{equation*}
$$

once this new path $C^{\prime}$ encloses regions free of poles. By inserting Eq. (B.41) into Eq. (B.40) and comparing to Eq. (B.39), $Q_{p}(\tau)$ is determined simply by $n=0$

$$
\begin{equation*}
Q_{p}(\tau)=-\operatorname{Res}\left[\frac{e^{-\tau z}}{z^{p}} h(z), 0\right] \tag{B.42}
\end{equation*}
$$

The relevant pole $z=0$ is of order $p+1$; hence, the corresponding residue is given by the formula

$$
\begin{equation*}
Q_{p}(\tau)=-\frac{1}{p!} \lim _{z \rightarrow 0}\left(\frac{d}{d z}\right)^{p} z e^{-\tau z} h(z) \tag{B.43}
\end{equation*}
$$

with the following first order terms

$$
\begin{align*}
Q_{1}(\tau) & =(2 \tau-\beta) /(2 \beta)  \tag{B.44}\\
Q_{2}(\tau) & =\left(-6 \tau^{2}+6 \beta \tau-\beta^{2}\right) /(12 \beta) \tag{B.45}
\end{align*}
$$

Since the functions $Q_{p}(\tau)$ are periodic on the interval $\tau \in(0, \beta)$, the respective zero time limits are

$$
\begin{align*}
& Q_{1}\left(\tau=(-1)^{\nu} 0^{-}\right)=(-1)^{\nu} / 2  \tag{B.46}\\
& Q_{2}\left(\tau=(-1)^{\nu} 0^{-}\right)=-\beta / 12 \tag{B.47}
\end{align*}
$$

## Trace of Logarithm

Besides the already mentioned ordinary traces, the self-energy functionals also contain traces regarding the logarithm of the Green's Function G. Actually, in order to guarantee the correct non-interacting limit, a regularization factor must be included. Therefore, we define the regularized Matsubara trace logarithm functional $\mathcal{L}[\mathbf{G}]$

$$
\begin{equation*}
\mathcal{L}[\mathbf{G}]=\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}^{-1}\right]-\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}_{r}^{-1}\right], \tag{B.48}
\end{equation*}
$$

with the regularization carried by the second order tensor

$$
\mathbf{G}_{r}\left(i \omega_{n}\right)= \begin{cases}-\beta \mathbf{1}, & \omega_{n}=0  \tag{B.49}\\ \frac{\sigma_{z}}{i \omega_{n}}, & \omega_{n} \neq 0\end{cases}
$$

According to Eq. (B.33), such trace is represented as

$$
\mathcal{L}[\mathbf{G}]=-\frac{1}{2} \sum_{\nu \mathbf{k} n} e^{i \omega_{n}(-1)^{\nu} 0^{+}}\left(\ln \left[\mathbf{G}_{r}^{-1} \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]\right)_{\nu}^{\nu}
$$

and the approximation described by Eq. (B.38) yields

$$
\begin{align*}
\mathcal{L}[\mathbf{G}] & \approx-\frac{1}{2} \sum_{\nu \mathbf{k}}\left(\ln \left[-\mathbf{G}\left(\mathbf{k}, i \omega_{0}\right) / \beta\right]_{\nu}^{\nu}+\sum_{n=-N_{\omega}}^{N_{\omega}}\left[\ln \left[\left(\sigma_{z} i \omega_{n}\right) \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]-\sum_{p=1}^{N_{h}} \frac{\mathbf{q}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}}\right]_{\nu}^{\nu}\right. \\
& \left.+\beta \sum_{p=1}^{N_{h}}\left[\mathbf{q}_{p}(\mathbf{k})\right]_{\nu}^{\nu} Q_{p}\left(\mathbf{k}, \tau=(-1)^{\nu} 0^{-}\right)\right) . \tag{B.50}
\end{align*}
$$

The terms $\mathbf{q}_{p}(\mathbf{k})$ are the coefficients from the high frequency expansion of $\ln \left[\left(\sigma_{z} i \omega_{n}\right) \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]=$ $\sum_{p=1}^{\infty} \frac{\mathbf{q}_{p}(\mathbf{k})}{\left(i w_{n}\right)^{p}}$ given explicitly by

$$
\begin{align*}
& \mathbf{q}_{1}(\mathbf{k})=\sigma_{z} \mathbf{c}_{2}(\mathbf{k})  \tag{B.51}\\
& \mathbf{q}_{2}(\mathbf{k})=\sigma_{z} \mathbf{c}_{3}(\mathbf{k})-\frac{\left[\sigma_{z} \mathbf{c}_{2}(\mathbf{k})\right]^{2}}{2} \tag{B.52}
\end{align*}
$$

until second order, where $\mathbf{c}_{p}(\mathbf{k})$ are the coefficients in the high frequency expansion of the Green's function

$$
\begin{equation*}
\mathbf{G}\left(i \omega_{n}\right)=\sum_{p=1}^{\infty} \frac{\mathbf{c}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}} . \tag{B.53}
\end{equation*}
$$

Hence, using second order tail corrections, the Matsubara trace logarithm exposed in Eq. (B.50) reads as

$$
\begin{align*}
\mathcal{L}[\mathbf{G}] & \approx-\frac{1}{2} \sum_{\nu, \mathbf{k}}\left(\ln \left[-\mathbf{G}\left(\mathbf{k}, i \omega_{0}\right) / \beta\right]+\frac{\beta}{2} \mathbf{c}_{2}(\mathbf{k})-\frac{\beta^{2}}{12} \mathbf{q}_{2}(\mathbf{k})\right. \\
& \left.+\sum_{n=-N_{\omega}}^{N_{\omega}}\left[\ln \left[\left(\sigma_{z} i \omega_{n}\right) \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]-\frac{\mathbf{q}_{2}(\mathbf{k})}{\left(i \omega_{n}\right)^{2}}\right]\right)_{\nu}^{\nu} . \tag{B.54}
\end{align*}
$$

## B. 4 Reference System

In the basis of local occupation number states, we generate matrix representations for the reference system Hamiltonian $H^{\prime}$ of Eq. (B.21) and the bosonic creation and annihilation operators $b^{\dagger}$ and $b$. A cut-off $N_{\max }=10$ bounding the occupation number from above is introduced. The diagonalization of the Hamiltonian $H^{\prime}$ provides its eigenvalues $E_{n}$ and eigenvectors $|n\rangle$. Given these procedures, the partition function is written as

$$
\begin{equation*}
\mathcal{Z}^{\prime}=\sum_{n} e^{-\beta E_{n}} \tag{B.55}
\end{equation*}
$$

from which we derive the reference system free-energy

$$
\begin{equation*}
\Omega^{\prime}=-\frac{1}{\beta} \ln \left[\mathcal{Z}^{\prime}\right] . \tag{B.56}
\end{equation*}
$$

Regarding the propagators, the static expectation value of $\mathbf{b}$, defined in Eq. (B.5), is given by

$$
\begin{equation*}
\boldsymbol{\Phi}^{\prime}=\langle\mathbf{b}\rangle=\frac{1}{\mathcal{Z}^{\prime}} \sum_{n} e^{-\beta E_{n}}\langle n| \mathbf{b}|n\rangle, \tag{B.57}
\end{equation*}
$$

and the connected Green's function of Eq. (B.6)

$$
\begin{equation*}
\mathbf{G}^{\prime}(\tau)=-\left\langle\mathbf{b}(\tau) \mathbf{b}^{\dagger}\right\rangle+\boldsymbol{\Phi}^{\prime} \boldsymbol{\Phi}^{\prime \dagger} \tag{B.58}
\end{equation*}
$$

expressed in the Matsubara frequency space yields

$$
\begin{align*}
\mathbf{G}^{\prime}\left(i \omega_{n}\right)= & \frac{1}{\mathcal{Z}^{\prime}} \sum_{n, m} \frac{\left(e^{-\beta E_{n}}-e^{-\beta E_{m}}\right)}{i \omega_{n}+E_{n}-E_{m}}\langle n| \mathbf{b}|m\rangle\langle m| \mathbf{b}^{\dagger}|n\rangle \\
& -\delta_{\omega_{n}, 0} \beta \frac{1}{\mathcal{Z}^{\prime}} \sum_{n} e^{-\beta E_{n}}\langle n| \mathbf{b}|n\rangle\langle n| \mathbf{b}^{\dagger}|n\rangle+\delta_{\omega_{n}, 0} \beta \boldsymbol{\Phi}^{\prime} \boldsymbol{\Phi}^{\prime \dagger} \tag{B.59}
\end{align*}
$$

The non-interacting Green's function is determined by setting $U=0$ in Eq. (B.21)

$$
\begin{equation*}
\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)=\sigma_{z} i \omega_{n}+\mathbf{1} \mu-\boldsymbol{\Delta} \tag{B.60}
\end{equation*}
$$

while the self-energies follow from the Dyson's equations, Eqs. (B.16) and (B.17), as

$$
\begin{gather*}
\boldsymbol{\Sigma}_{1 / 2}^{\prime}=\mathbf{F}^{\prime}-\mathbf{G}_{0}^{\prime-1}\left(i \omega_{0}\right) \boldsymbol{\Phi}^{\prime},  \tag{B.61}\\
\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right)=\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)-\mathbf{G}^{\prime-1}\left(i \omega_{n}\right) . \tag{B.62}
\end{gather*}
$$

## B. 5 Lattice System

Considering the lattice system, the non-interacting Green's function satisfies

$$
\begin{equation*}
\mathbf{G}_{0}^{-1}\left(\mathbf{k}, i \omega_{n}\right)=\sigma_{z} i \omega_{n}+\mathbf{1}\left(\mu-\epsilon_{\mathbf{k}}\right) \tag{B.63}
\end{equation*}
$$

where $\epsilon_{\mathbf{k}}$ is the energy dispersion relation

$$
\begin{equation*}
\epsilon_{\mathbf{k}}=-2 J \sum_{i=1}^{d} \cos \left(k_{i} a\right) \tag{B.64}
\end{equation*}
$$

for a hypercubic lattice in $d$ dimensions. Also, the interacting lattice Green's function follows from Eq. (B.17) as

$$
\begin{equation*}
\mathbf{G}^{-1}\left(\mathbf{k}, i \omega_{n}\right)=\mathbf{G}_{0}^{-1}\left(\mathbf{k}, i \omega_{n}\right)-\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right), \tag{B.65}
\end{equation*}
$$

evaluated at the reference system self-energy $\boldsymbol{\Sigma}^{\prime}$. According to Eq. (B.16), the other Dyson's equation implies

$$
\begin{equation*}
\boldsymbol{\Phi}=-\mathbf{G}_{\mathbf{0}}\left(i \omega_{0}\right) \boldsymbol{\Sigma}_{1 / 2}^{\prime} \tag{B.66}
\end{equation*}
$$

taking into account that $\mathbf{F}=\mathbf{0}$ since there is no symmetry breaking field on the complete lattice.

## B. 6 High Frequency Expansion of the Green's Function

To complete the evaluation of the trace log functional of Eq. (B.54), the coefficients $\mathbf{c}_{p}$, regarding the tail expansion of the Green's function in Eq. (B.53), remain to be determined for both reference and lattice systems.

## Reference System

By expressing the Matsubara Green's function as a Fourier transform of the imaginary time Green's function, successive integration by parts yields

$$
\begin{align*}
\mathbf{G}^{\prime}\left(i \omega_{n}\right) & =\int_{0}^{\beta} d \tau e^{i \omega_{n} \tau} \mathbf{G}^{\prime}(\tau) \\
& =\sum_{p=0}^{\infty}(-1)^{p} \frac{\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(\beta^{-}\right)-\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(0^{+}\right)}{\left(i \omega_{n}\right)^{p+1}} \tag{B.67}
\end{align*}
$$

Therefore, the high frequency expansion coefficients take the form

$$
\begin{equation*}
\mathbf{c}_{p+1}^{\prime}=(-1)^{p}\left[\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(\beta^{-}\right)-\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(0^{+}\right)\right] . \tag{B.68}
\end{equation*}
$$

From the definition of the Green's function as the time-ordered expectation value of Eq. (B.58) and the equation of motion satisfied by $\mathbf{b}(\tau)$

$$
\begin{equation*}
\partial_{\tau} \mathbf{b}(\tau)=\left[H^{\prime}, \mathbf{b}(\tau)\right], \tag{B.69}
\end{equation*}
$$

we extract the imaginary time derivative of $\mathbf{G}^{\prime}(\tau)$

$$
\begin{equation*}
\partial_{\tau} \mathbf{G}(\tau)=-\left\langle\left[H^{\prime}, \mathbf{b}(\tau)\right] \mathbf{b}^{\dagger}\right\rangle . \tag{B.70}
\end{equation*}
$$

By induction on Eq. (B.69) and Eq. (B.70), the derivative of order p reads as

$$
\begin{equation*}
\partial_{\tau}^{p} \mathbf{G}(\tau)=-\left\langle\left[\left[H^{\prime}, \mathbf{b}(\tau)\right]\right]^{(p)} \mathbf{b}^{\dagger}\right\rangle \tag{B.71}
\end{equation*}
$$

with $\left[\left[H^{\prime}, \mathbf{b}(\tau)\right]\right]^{(p)}=[H, \ldots,[H,[H, \mathbf{b}(\tau)]] \ldots]$ the left side commutator of $H^{\prime}$ with $\mathbf{b}(\tau)$ applied $p$ times. The evaluation of such derivatives at the imaginary times $\tau=0^{+}$and $\tau=\beta^{-}$allows us to fix the time ordering

$$
\begin{align*}
\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(0^{+}\right) & =-\left\langle\left[\left[H^{\prime}, \mathbf{b}\right]\right]^{(p)} \mathbf{b}^{\dagger}\right\rangle  \tag{B.72}\\
\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(\beta^{-}\right) & =-\left\langle\mathbf{b}^{\dagger}\left[\left[H^{\prime}, \mathbf{b}\right]\right]^{(p)}\right\rangle \tag{B.73}
\end{align*}
$$

Inserting these results into Eq. (B.68), the desired coefficients simplify to

$$
\begin{equation*}
\mathbf{c}_{p+1}^{\prime}=(-1)^{p}\left\langle\left[\left[\left[H^{\prime}, \mathbf{b}\right]\right]^{(p)}, \mathbf{b}^{\dagger}\right]\right\rangle \tag{B.74}
\end{equation*}
$$

Explicitly, the first order terms are

$$
\begin{align*}
\mathbf{c}_{1}^{\prime} & =\left\langle\left[\mathbf{b}, \mathbf{b}^{\dagger}\right]\right\rangle=\sigma_{z}  \tag{B.75}\\
\mathbf{c}_{2}^{\prime} & =-\left\langle\left[\left[H^{\prime}, \mathbf{b}\right], \mathbf{b}^{\dagger}\right]\right\rangle  \tag{B.76}\\
\mathbf{c}_{3}^{\prime} & =\left\langle\left[\left[H^{\prime},\left[H^{\prime}, \mathbf{b}\right]\right], \mathbf{b}^{\dagger}\right]\right\rangle \tag{B.77}
\end{align*}
$$

## Lattice System

According to Eqs. (B.63) and (B.65), the lattice Green's function $\mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)$ presents a tail expansion of the form

$$
\begin{aligned}
\mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)= & \frac{\sigma_{z}}{i \omega_{n}}+\frac{\sigma_{z}\left(\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right) \sigma_{z}}{\left(i \omega_{n}\right)^{2}}+\frac{\sigma_{z} \mathbf{s}_{1}^{\prime} \sigma_{z}+\left[\sigma_{z}\left(\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right)\right]^{2} \sigma_{z}}{\left(i \omega_{n}\right)^{3}} \\
& +\mathcal{O}\left(\frac{1}{\left(i \omega_{n}\right)^{4}}\right)
\end{aligned}
$$

where $\mathbf{s}_{p}^{\prime}$ are the high frequency expansion coefficients of the reference system's selfenergy $\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right)=\sum_{p=1}^{\infty} \frac{\mathbf{s}_{p}^{\prime}}{\left(i \omega_{n}\right)^{p}}$. Hence, the first order terms are

$$
\begin{align*}
& \mathbf{c}_{1}(\mathbf{k})=\sigma_{z}  \tag{B.78}\\
& \mathbf{c}_{2}(\mathbf{k})=\sigma_{z}\left(\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right) \sigma_{z}  \tag{B.79}\\
& \mathbf{c}_{3}(\mathbf{k})=\sigma_{z} \mathbf{s}_{1}^{\prime} \sigma_{z}+\left[\sigma_{z}\left(\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right)\right]^{2} \sigma_{z} \tag{B.80}
\end{align*}
$$

To determine the coefficients $\mathbf{s}_{p}^{\prime}$ of the self-energy $\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right)=\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)-\mathbf{G}^{\prime-1}\left(i \omega_{n}\right)$, we need to compute the inverse of $\mathbf{G}^{\prime}$, given by

$$
\begin{aligned}
\mathbf{G}^{\prime-1}\left(i \omega_{n}\right) & =\left[\frac{\sigma_{z}}{i \omega_{n}}+\sum_{p=2}^{\infty} \frac{\mathbf{c}_{p}^{\prime}}{\left(i \omega_{n}\right)^{p}}\right]^{-1} \\
& =\sigma_{z} i \omega_{n}-\sigma_{z} \mathbf{c}_{2}^{\prime} \sigma_{z}+\frac{-\sigma_{z} \mathbf{c}_{3}^{\prime} \sigma_{z}+\left(\sigma_{z} \mathbf{c}_{2}^{\prime}\right)^{2} \sigma_{z}}{i \omega_{n}}+\mathcal{O}\left(\frac{1}{\left(i \omega_{n}\right)^{2}}\right)
\end{aligned}
$$

Then, the previous result combined to Eq. (B.60) implies

$$
\begin{aligned}
\Sigma^{\prime-1}\left(i \omega_{n}\right) & =\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)-\mathbf{G}^{\prime-1}\left(i \omega_{n}\right) \\
& =\mathbf{1} \mu-\boldsymbol{\Delta}+\sigma_{z} \mathbf{c}_{2}^{\prime} \sigma_{z}-\frac{-\sigma_{z} \mathbf{c}_{3}^{\prime} \sigma_{z}+\left(\sigma_{z} \mathbf{c}_{2}^{\prime}\right)^{2} \sigma_{z}}{i \omega_{n}}+\mathcal{O}\left(\frac{1}{\left(i \omega_{n}\right)^{2}}\right)
\end{aligned}
$$

Consequently, the first order coefficients of the self-energy tail expansion can be written as

$$
\begin{equation*}
\mathbf{s}_{0}^{\prime}=\mathbf{1} \mu-\Delta+\sigma_{z} \mathbf{c}_{2}^{\prime} \sigma_{z} \tag{B.81}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{s}_{1}^{\prime}=\sigma_{z} \mathbf{c}_{3}^{\prime} \sigma_{z}-\left(\sigma_{z} \mathbf{c}_{2}^{\prime}\right)^{2} \sigma_{z} \tag{B.82}
\end{equation*}
$$

From these terms, the desired lattice Green's function coefficients are evaluated according to Eqs. (B.78), (B.79) and (B.80).

## Appendix C

## The SFA3 code

## SELF ENERGY FUNCTIONAL THEORY - SFA3 APPROXIMATION CODE (THE BOSE-HUBBARD MODEL)

(.

This notebook file contains comented codes for the self-energy functional theory applied to the Bose-Hubbard model,
cansidering the SFA3 spproximation framework. Two codes regarding the functional (a detailed version and another more efficient) are provided A routine that finds its statitonary points is also included.
At the end, we use the stationary points calculated in order to evaluate observables such as the total density and the kinetic energy of the bosons.
Created by Eduardo Osório Rizzatti (Instituto de Física - Univarsidade Foderal do Rio Grande do Sul)
-)


## BASIC DEFINITONS

```
Commutator[a,b,]iac,b-b.a (* Dafinition of the comentator betveen two operator: *)
```

$\sigma z i=\{(1, \mathbf{\theta}),\{\mathbf{\theta},-1)\} \quad$ ( Pauli Matrix -
$6[h 2, h 2, h 3]:=-2+3 *(\operatorname{Cos}[h 1]+\operatorname{Cos}[h 2]+\operatorname{Cos}[h 31) \quad$ ( + The dispersion relation in a simple cubse lattice-)

T : temperature;
$\mu$ : chemical potential;
J : hopping parameter;
U: local interaction;
z : coordination number ( $z=6$ );
m : occupation number cutt - off for the reference system;
nmax : number of Matsubara frequencies;

## THE SELF - ENERGY FUNCTIONAL TSFT



```
# REFERENCE SYSTEM;
\Delta={{\Delta0日,\Delta01},{Conjugate [\Delta01],\Delta00});
F= (f,Conjugate [f]);
buTable [Which[j**i+1,Sqrt[i],True,0], (i,1,m),(j,1,m)] ; (* Anihhilation Operatar b *)
bd=Table[Which[i=j+1,Sqrt[j],True,0),{i,1,m),{j,1,m)]; (- Creation Operator b) -
Href=U*bd.bd.b.b/2 -//*bd.b+f*bd +Conjugate[fl *b+(\Delta00*(bd.b+bd.b)+Conjugate[se1] *b,b+\DeltaeI*bd.bd)/2; (* Reforance Systam Hamiltonian ")
a=Eigenvalues[Href]; (* Eigenvalues of the Hamiltonian Mraf.
v\lambdaeEigenvectors[Href]; (* Eigenvectors of the Hamiltonian Mraf. 
ZrefaSum[Exp[-\lambda[[i]]/T],{i,1,n)]; (* Reference Systen Partition Function *)
sref1= Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b,v\lambda[[i]]),(i,1,m)]/Zref; (* Expectation Value of b *)
```



```
#ref=($ref1,0̈ref2); (* Referance Systam Condensate; One-Point Grean's Function *)
Gref11[aj]:=Sum[If[izj,(Exp[-\lambda[[i]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[i]],b.v\lambda[[j]])*(v\lambda[[j]],bd.v\lambda[[i]])/(IT* +\lambda[[i]]-\lambda[[j]]),0],{(i,1,m),(j,1,m)]/(Zref)
+If[v==e,-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b,v\lambda[[i]])*(v\lambda[[i]],bd.v\lambda[[i]]),(i,1,m)]/(T*Zref) & Erefi*&raf1/T,0];
Gref12[o_]:=Sum[If[i*),(Exp[-\lambda[[i]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[i]],b,v\lambda[[j]])*(v\lambda[[j]],b,v\lambda[[i]])/(I**)*\lambda[[i]]-\lambda[[j1]),0],[i,1,m),(j,1,m)]/(Zref)
+If[v==e,-Sum[Exp[-\lambda[[i]1/T]*(v\lambda[[i]],b,v\lambda[[i]])*(v\lambda[[i]1.b,v\lambda[[i]]),[i,1,m)]/(T*Zref)*|Iref1*Eref2/T,0];
Gref21[\nu_]:=Sum[If[i\not=j,(Exp[-\lambda[[1]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[1]],bd.v\lambda[[j]])*(v\lambda[[j]],bd,v\lambda[[1]])/(I*\nu +\lambda[[1]]-\lambda[[j]]),0],{1,1,*),{[,1,m)]/(Zref)
+If[v==e,-Sum[Exp[-\lambda[[i]]/T] * (v\lambda[[i]],bd.v\lambda[[i]]) (v\lambda[[i]],bd.v\lambda[[i]]),[i,1,m)]/(T*Zraf)+@rof2*&ref1/T,0];
```






```
IGrefe[\omega_]1=I*N*\sigmaz+/|IdentityMatrix[2]-\Delta; (* Inverse of the Roferance Systen Free Green's Function :
Grefe[\nu_]:=Inverse[IGrefe[\omega1]; (* Reference Syatem Free Green's Function *)
212ref=F-IGrefe[e],|ref; (* Reforance Syatem One-Paint Self-enargy *)
```

```
c2ref11* -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]]. (Commutator[Conmutator[Href,b],bd]),v\lambda[[i]1),(i,1,m)]/(Zref);
c2ref12= -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]].(Conmutator[Commutator[Href,b],b]) v\lambda[[i]]),{1,1,m)]/(Zref);
c2ref21= -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]].(Commutator[Comnutator[Href,bd],bd]) v\lambda\lambda[[i]]),(i,1,m)]/(Zref);
c2ref22=-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]].(Commutator[Comnutator[Href,bd],b]) *v\lambda[[i]]),(i,1,m)]/(Zref);
c2ref={(c2ref11, c2ref12),(c2ref21,c2ref22)};
c3ref11= Sun[Exp [-\lambda[[i]]/T] * (v\lambda[[i]]. (Conmutator[Commutator[Href,Commutator[Href,b]],bd]) v\lambda[[i]]),(i,1,m)]/(Zref);
c3ref12= Sum[Exp[-\lambda[[i]]/T] * (v\lambda[[i]].(Commutator[Connutator[Href,Commutator[Hraf,b]1,b]) *\\lambda[[i]]),(i,i,m)]/(Zref);
c3ref21= Sum[Exp [-\lambda[[i]]/T]* (v\lambda[[i]]. (Comnutator[Connutator[Href,Commutator[Href,bd]],bd]) v\lambda[[i]1]),(i,1,m)]/(Zref);
c3ref22= Sun[Exp [-\lambda[[i]]/T]*(v\lambda[[i]].(Commutator[Connutator[Href,Commutator[Href,bd]],b]) v\lambda[[i]1]),[i,1,m)]/(Zref);
c3ref={{c3ref11, c3ref12}, {c3ref21, c3ref22)};
q2ref=oz.c3ref - NatrixPower[on.c2ref, 2]/2;
c2k=Tr[c2ref];
q2k = Tr[q2ref];
se= =|Identityllatrix[2]-\Delta +\sigmaz.c2ref.\sigmaz;
s1=\sigmaz, c3ref.\sigmaz-\sigmaz,c2raf.oz,c2ref.\sigmaz;
# TRACE LOG; (* Reference System Trace Log Functional *)
\betaaref = -0.5*(Log[Det[-Gref[0]1]+\operatorname{Log}[\mp@subsup{T}{}{\wedge}2]+C2k/(2*T)-q2k/ (12*T^2)+2*Sum[Log[Det[I*oz.Gref[2*Pi*T*n]]]
+\operatorname{Log}[(2*Pi*T*n)^2]-q2k/(I*2*Pi*T*n)^2, (n,1,nmax)1);
# LATTICE SYSTEM;
IGe[h2_,h2_,h3_, थ_]:=I***\sigmaz+(N-\epsilon[k1,h2,h3]) :IdentityMatrix[2]; (* Invarse of tha Free Grsen's Function *)
60[h2,h2, h3, N] ]=Inverse[IGe[h1,n2,n3,v]]; (. Free Grenn's Function -)
```



```
G[h\mp@subsup{_}{,}{\prime},h\mp@subsup{2}{_}{\prime},h3_,\nu_]:=Inverse[IG[h1,h2,h3,\nu]]; (* Interacting Lattice Grean's Function *)
| =-00[0,0,0,0],\Sigma12ref; (* Condensate of the Lattice System *)
# COEFFICIENTS; (* Migh-frequency tall coefficients of the Lattice System Gireen's Function and Self-Energies *)
c2t [h1_,h2, h3_]:=\sigmaz. ({ { [h2,h2,h3]-\mu) =IdentityMatrix [2] +se) .\sigmaz;
c3t[h1, h2_,h3_]:=\sigmaz.s1.\sigmaz + MatrixPower[(\sigmaz. (l }[h1,h2,h3]-\psi)*IdentityMatrix[2]+s0)),2].\sigmaz
q2t[h1_,h2, h3] ]i=oz,c3t[h1,h2,h3] - MatrixPower[oz.c2t[h1,h2,h3],2]/2;
```



```
q2tk=NIntegrate [Tr [q2t [k1,k2,k3]],(k1,e,2*Pi), (k2,0,2*Pi), (k3,0,2+Pi)]/(2*P1)^3;
| TRACE LOG; (* Matsubara Trace Log Functionale)
\beta\Lambda = -0.5* (NIntegrate [Log[Det [-6[k1,k2,k3,0]1], (k2,0,2*Pi),{k2,0,2*Pi),{k3,0,2*Pi},Method->*LocalAdaptive"]/(2*Pi)^3
```



```
+Log[(2*Pi*T*n)^2]-q2tk/(I*2*Pi*T*n)^2,(n,1,mmox)]);
II SELF-ENERGY FUNCTIONAL;
```



THE SELF - ENERGY FUNCTIONAL TSFT (ALTERNATIVE AND FASTER IMPLEMENTATION)


```
b=Table [\hich[j==1+1,\mathrm{ Sqrt [1],True, , ] ],{1,1,m),{j,1,m)] ;}
bd=Table [Which[i=j+1,Sqrt{j],True,0],{i,1,m),{j,1,m)];
Href=V*bd.b. (bd,b-IdentityMatrix[=1)/2-\mu/bd.b+F*(bd+b)+(S00*(bd.b+bd.b)+SeI*(b,b+bd,bd))/2;
\lambda=Eigenvalues[Hrof];
v\lambda=Elgenvectors [Href];
```



```
Graf= Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b.v\lambda[[i]]),{i,1,n)]/Zref;
c2ref11= -Sum[Exp[-\lambda[[i]1/T]*(v\lambda[[i]].(Commutator[Comutator[Href,b],bd]) *v\lambda[[i]]), [i,1,m)]/{Zref);
c2ref12=- Sum[Exp[-\lambda[[{]]/T])*(v\lambda[[1]].(Commutator[Commutator[Href,b],b]).v\lambda[[i]]),(i,1,m)]/(Zref);
trc2ref = 2*c2ref11;
c3ref11= Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]] (Conmutator[Commutator[Href,Commutator[Krof,b]],bd]) v\lambda[[i]1]),(i,1,n)]/(Zraf);
trg2ref = 2*<3ref11-(c2ref11^2-c2ref12^2);
Gref11[ [ ] ]:=Sum[Sum[If[1*}, (Exp[-\lambda[[1]]/T]-Exp[-\lambda[[f]]/T])*(v\lambda[[1]],b,v\lambda[[f]])*(v\lambda[[j]],bd.v\lambda[[1]])/(I** +\lambda[[1]]-\lambda[[{1]),0],{1,1,m)],{j,1,m)]/Zref;
```



```
Graf110 =Sum[Sum[If[i*j,{Exp[-\lambda[[i]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[i]],b,v\lambda[[j]])*(v\lambda[[j]],bd,v\lambda[[i]])/{\lambda[[i]]-\lambda[[j]]),00,{i,1,m}],{j,1,m)]/Zref
* (-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b.v\lambda[[i]])*(v\lambda[[i]].bd.v\lambda[[i]]),(i,1,m)]/2ref+बref*Iref)/T;
Gref12e =Sum[Sum[If[i+j, (Exp[-\lambda[[i]]/T]-Exp[-\lambda[[f]]/T])*(v\lambda[[1]],b,v\lambda[[j]])*(v\lambda[[f]],b,v\lambda[[i]]])/(\lambda[[[]]]-\lambda[[j]]),0],(1,1,m)],(j,1,m)]/Zref
+(-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b,v\lambda[[i]])*(v\lambda[[i]],b.v\lambda[[i]]),[i,1,m)]/Zref+\ref*E|ref)/T;
detGrafe = Abs[Gref11e]^2-Abs[Gref12e]^2;
IGref110= Gref11e/detGref0;
IGref120=-Gref120/detG̈ref0;
list1*Gref11 [2*Pi*T*Range[nmax]];
```



```
+Log[T^2]+c2tk/(2*T)-q2tk/(12*T^2)+2*Sum[NIntegrate[Log[Det[I*\sigmaz,G[k1,k2,k3,2*Pi*T*N]1],(k1,0,2*Pi),{(k2,0,2*Pi),(k3,0,2*Pi)]/(2*Pi)^/
+Log[(2*Pi*T*n)^2]-q2tk/(I*2*Pi*T*n)^2, (n,1,mmax)]);
# SELF-ENERGY FUNCTIONAL;
T =- Log[Zref] + (e.5.Conjugate [e].IGe[e,e,e,e].e)/T-(e.5.Conjugate[qref].IGrefe[e].&ref)/T +BA-\betaAref; T]
```

THE SELF - ENERGY FUNCTIONAL TSFT (ALTERNATIVE AND FASTER IMPLEMENTATION)



```
bd=Table [Which[i=j+1,Sart [j],True,0],{i,1,m],(j,1,m)] ;
Href=U*bd,b, (bd,b-IdentityHatrix[m])/2 - /* bd,b+F*(bd+b)+(\Delta00*(bd,b+bd,b)+\Delta01*(b,b+bd.bd))/2;
\lambda=Eigenvalues [Href);
v\lambda=Eigenvectors[Href];
Zref=Sun[Exp [-\lambda[[i]]/T],{i,1,m)];
sraf= Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b,v\lambda[[i]]),{i,1,n)]/Zref;
c2ref11= -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[1]] (Commutator[Commutator[Href,b],bd]) v\lambda[[1]]), (i,1,m)]/(Zref);
c2ref12e- Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]].(Commutator[Commutator[Href,b],b]) * v\lambda[[i]]),(i,1,m)]/(Zref);
trc2ref = 2*C2ref11;
c3ref11= Sum[Exp [-\lambda[[1]]/T] * (v\lambda[[i]]. (Commutator[Commutator[Href,Comnutator[Href,b]],bd]) , v\lambda[[1]]),(1,1,m)]/(Zref);
tra2ref = 2*c3ref11-(c2ref11^2-c2ref12^2);
Gref11[\omega]]i=Sum[Sum[If[i*j, (Exp[-\lambda[[i]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[i]],b,v\lambda[[j]])*{v\lambda[[j]].bd.v\lambda[[i]])/(I** *\lambda[[i]1]-\lambda[[j1]),0], (i,1,m)],{j,1,m)]/Zref;
```





```
+(-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[1]],b,v\lambda[[i]])*(v\lambda[[1]1],bd.v\lambda[[i]1],(1,1,m)]/2ref+&ref*&ref)/T;
Gref12e =Sum[Sum[If[1&),(Exp[-\lambda[[1]]/T]-Exp[-\lambda[[f]1]/T])*(v\lambda[[1]],b,v\lambda[[j]])*(v\lambda[[f]],b,v\lambda[[1]])/(\lambda[[1]]-\lambda[[j]]),0],(i,1,*)],{j,1,m)]/Zref
+(-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b.v\lambda[[i]])*(v\lambda[[i]]:b,v\lambda[[i]]),(i,1,m)]/Zref+\mathrm{ Eref*Iraf )/T;}
detGrafe = Abs{Gref12e\mp@subsup{]}{}{\wedge}2-Abs{Gref12e)^2;
IGref11e= Gref11e/detGrafe;
IGref12e= -Gref120/detGrefe;
1is+1=Gref11[2*P1*T*Range[nmax 11:
```

```
2ist2=Gref12 [2*Pi*T *Range[nmax]];
list={1;
For[n=1,nsmmox,n+t,
Gref1in=1ist1[{(0]);
Gref12n=1ist2[[n]);
det\sigmarefn =Abs[Gref12n]^2-Abs [Gref12n]^2;
IGrefiln= Gref1ln/detGrefn;
IGref12n= -Gref12n/detGrefn;
AppendTo [1ist, {Gref11n,Gref12n, detGrefn, IGref11n, IGref12n)]];;
s011%\mu-400 +c2ref11;
s012=-A01 -c2ref12;
trc2=2* (c2ref11-40e );
```



```
AMref*-e.5* (Log[T^2*detGrefe] ] tre2ref/(2*T)-trq2ref/(12*T^2) *2*Sum[Log[ (2*Pi*T*n)^2*1ist[[n,3]]1-trq2ref/(I*2*Pi*T*n)^2,(n,1,nmex)])
```




```
-trq2/(I*2*Pi*T*n)^2,(n,1,nmox)1,(k1,0,Pi),(k2,0,Pi),(k3,0,Pi),Method->"LocolQdaptivo"] /(Pi)^3);
```



```
r1
```

FINDING STATIONARY POINTS OF TSFT ( ALGORITHM BASED ON NENTON' S METHOD IN OPTIMIZATION)

```
f=-3.6; (- Initinl guess for f .)
\Delta0 = -1.5; (* Initial guess for \Deltaee *)
\DeltaO1 = 0.5; (- Initial guess for Ae1 *)
m=11;
z=6;
J=1;
U = 20;
u=0.4*U;
T=3.5.
nmax = 1000;
\delta = e.ee1; (- Infinitesimal increments used in derivatives -
For [j=1,js10,j++,
xa = (f,\Delta0e,\Delta01);
abc = Re[ISFT2[T, },\textrm{F},\Delta,\Deltae,\Delta01,J,U,z,m,nmax]]
ap\delta = Re[TSFT2[T,u,f+\delta,\Delta00,\Delta01,J,U,z,m,\mathrm{ nmax]1];}
an\delta=}=\operatorname{Re[TSFT2[T,u,t-\delta,\Delta0e,\Delta01,J,U,z,m,nnax]];
bp\delta = Re[ISFT2[T, }u,f,\Delta0e+\delta,\Delta01,J,U,z,m,nmax]]
bn\delta = Re[PSFT2[T, }\mu,f,\Delta00-\delta,\Delta01,J,U,z,m,nmax]]
cp\delta = Re[TSFT2[T,u,f,\Delta0e,\Delta01+\delta,J,U,z,m,nmax]];
cos= Re[TSFT2[T, u,f,\Delta0e,\Delta01-\delta,J,U,z,m,nmax]];
ар\delta\deltabp\delta = Re[TSFT2[T,u,f+\delta,\Delta0e+\delta,\Delta01, J,U,z,m,nmax]];
an\deltabmos = Re[ TSFT2[T,u,f-\delta,\Delta曈\delta,\Delta01,J,U,z,m,nmax]];
ap\deltacp\delta = Re[ TSFT2[T, }u,f+\delta,\Delta00,\Delta01+\delta,j,U,z,m,nmax]]
an\deltacm\delta= Re[ TSFT2[T,u,f-\delta,\Delta00,\Delta01-\delta,J,U,z,m,nmax]];
```



```
bm\deltacm\delta = Re[ TSFT2[T, H,f,\Deltae0-\delta,\Deltae1-\delta,J,U,z,m,nmax]];
drdf = (ap \delta -am\delta)/(2*\delta) ;
drdsee = (bp\delta -bm\delta)/(2*\sigma);
drdse1 = (cp }\delta-cm\delta)/(2*\delta)
d2Vd2f = (ap\delta -2*abc+am\delta)/(5^2);
d2rd2dee = (bp \delta -2*abc+bm\delta)/(\mp@subsup{\delta}{}{\wedge}2);
```



```
d2rd\Delta0Adf = (ap\deltabp\delta-ap\delta -bp\delta +2*دbc +am\deltabm\delta-am\delta -bm\delta)/(2*\delta^2);
d2\GammadaO1df = (ap\deltacp\delta-ap\delta -cp\delta +2*abc +am\deltacm\delta-am\delta -cm\delta)/(2*\delta^2);
d2rd\Deltae1d\Delta0e= (bp\deltacp \delta-bp \delta -cp \delta +2*abc +bm\deltaem }\delta-\textrm{bm}\delta-\textrm{cm}\delta)/(2*\mp@subsup{\delta}{}{\wedge}2)
gradr = {dTdf,drd\Deltaee,drdsel}; (* Gradient of TSFT *)
H= ((d2rd2f,d2rdseedf,d2rdse1df),(d2rdseedf,d2rd2\Deltae0,d2rdse1d\Deltae0),(d2rd\Delta01df,d2rd\Delta01d\Deltaee,d2rd2\Delta01)); (* Hessian of rSFT *)
H=((d2rd2f,d2rdse0df,d2rds01df),(d2rdse0df,d2rd2\Delta0e,d2rd
If[Sart [Abs[(xa-xb) . (xa-xb)]]>e.ee0ee1,And[f=xb[[1]],\Deltae0=xb[[2]],\Deltael=xb[[3]]], Break[]];];
Print[padIt[T, {1e,9}]," ",padIt[u/U,(1e,9})," ",padIt[f, (1e,9)]," ",padIt[\Deltaee,{1e,9)]," ",padIt[\Delta01, [1e,9]]," ",j];
```


OBSERVABLES : DENSITY AND IINETIC ENERGY

```
\Delta={{\Delta0e,\Delta01},{Conjugate [\Deltae1],\Delta00)}}
F= (f,Conjugate [f]);
b=Table[Which[j=ai+1,Sqrt[i],True,0],[i,1,m), {j,1,m}] ;
bd=Table [Which[i=j+1,Sqrt [{1,True,0], {i,1,m},{{,1,m)] ;
Href=U*bd.bd.b.b/2 -\mu*bd.b+ f*bd +Conjugate[f]*b+(\Delta00* (bd.b+bd.b) +Conjugate[\Deltael] *b,b+\Deltae1*bd,bd)/2;
\lambda=Eigenvalues[Hraf];
v=Eigenvectors[Href];
Zref=Sum[Exp [-\lambda[[i]]]/T],{1,1,m)];
aref1= Sum[Exp[-\lambda[t[1]]/T)*(v\lambda[[1]],b,v\lambda[[1]1),[1,1,m)]/Zref;
Iref2=Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],bd,v\lambda[[i]]),(i,1,m)]/Zref;
Tref={$ref1, |ref2};
```



```
+If[(\omega==0,-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]].b.v\lambda[[i]])*(v\lambda[[i]],bd.v\lambda[[i]]),(i,1,m)]/(T*Zref)+&ref1*&ref1/T,0];
Gref12[-]]=Sun[If[i*j),(Exp[-\lambda[[i]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[i]].b.v\lambda[[j]])*(v\lambda[[j]],b,v\lambda[[i]])/(I** *\lambda[[i]]-\lambda[[j]]),0],(i,1,m),{j,1,m)]/(Zref)
If[w**e,-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],b,v\lambda[[i]])*(v\lambda[[i]],b,v\lambda[[i]1),(i,1,m)]/(T*Zref) +|ref1*ब̈ref2/T,0];
```



```
+If[u=ev,-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],bd,v\lambda[[i]])*(v\lambda[[i]],bd,v\lambda[[i]]),(i,1,n)]/(T*Zref)+\mathrm{ sref2**refl/T,0];}
Gref22[\nu_]+=Sun[If[i*j, (Exp[-\lambda[[i]]/T]-Exp[-\lambda[[j]]/T])*(v\lambda[[i]],bd,v\lambda[[j]])*(v\lambda[[j]],b,v\lambda[[i]1)/(I** *\lambda[[i]]-\lambda[[j]]),0],{i,1,m),(j,1,m)]/(Zref)
If[u**0,-Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[{1]],bd.v\lambda[[i]])*(v\lambda[[i]],b,v\lambda[[i]]),[i,1,n)]/(T*Zref) +|ref2*\Xiref2/T,0];
Gref[\nu]]:={{Gref11[\nu],Gref12[\nu]],{Gref21[\nu],Gref22[\nu]}};
IGref[\omega_]:=Inverse[Gref[\omega]];
IGrefe[\omega]]=I****Oz+\mu*IdentityMatrix[2]-\Delta;
Grefe[\nu_]:=Inverse[IGrefe[\nu]];
E22refzF- IGrefe[0].&raf;
zref[0_]:=IGrefe[a]-IGref[a];
# COEFFICIENTS;
c1refnoz;
```

```
c2ref11= -Sum[Exp[-\lambda[[i]]]/T]*(v\lambda[[i]].(Comnutator[Conmutator[Href,b],bd]) v\lambda[[i]]),[i,1,m)]/(Zref);
c2ref12= -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]].(Conmutator[Conmutator[Href,b],b]) *\lambda[[i]1],(1,1,m)]/(Zref);
c2ref21= -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]],(Connutator[Conmutator[Href,bd],bd]),v\lambda[[i]]),(i,1,m)]/(Zref);
c2ref22e -Sum[Exp[-\lambda[[i]]/T]*(v\lambda[[i]]. (Comnutator[Conmutator[Href,bd],b]) *\lambda\lambda[[i]]),(i,1,m)]/(Zref);
c2ref={(c2ref11,c2ref12), (c2ref21,c2ref22));
c3ref11= Sum[Exp [-\lambda[[i]]/T]*(v\lambda[[i]]. (Conmutator[Comnutator[Href,Connutator[Href,b]],bd]).v\lambda[[i]]),(i,1,m)]/(Zref);
c3ref12= Sum[Exp [-\lambda[[i]]/T]*(v\lambda[[i]].(Commutator[Comutator[Hraf,Comnutator[Href,b]],b]).v\lambda[[i]1),(1,1,m)]/(Zref);
c3ref21= Sun[Exp [-\lambda[[i]]/T]*(v\lambda[[i]]. (Conmutator[Commutator[Href,Connutator[Href,bd]],bd]) v\lambda[[i]]),{i,1,m)]/(Zref):
c3ref22= Sun[Exp[-\lambda[[i]]/T]* (v\lambda[[i]].(Conmutator[Comutator[Href,Comnutator[Href,bd]],b]) *v\lambda[[i]1),{i,1,m)]/(Zref);
c3ref={{c3ref11,c3ref12},{c3ref21,c3ref22}};
q2ref=oz.c3ref - MatrixPower[0z,c2ref ,2]/2;
c2k=Tr[c2ref];
q2k = Tr[q2ref];
se=\mu*IdentityMatrix[2]-\Delta +oz.c2ref.\sigmaz;
s1=oz,c3ref.\sigmaz-oz.c2ref.\sigmaz,c2ref.\sigmaz;
" TRACE LOG;
```



```
# LATTICE SYSTEM;
IGe[k1_,h2_,k3_,N_]=1*N*\sigmaz+(\mu-\epsilon[k1,h2,k3])*Identity贝atrix [2];
Ge[n], h2, h3, , ]i=Inverse[IGe [h1,n2,h3,\nu]1];
```



```
G[h1,,h2,,h3,,N]l:=Inverse[IG[h1,h2,h3,N1);
0=-Ge[0,0,0,0].\Sigma12ref;
# COEFFICIENTS;
c2t[h1_,h\mp@subsup{2}{_}{\prime},h\mp@subsup{]}{-}{\prime}]:=\sigmaz.((6[h1,h2,h]]-\mu) &IdentityMatrix[2]+se).oz;
c3t[h1_,h2_,h3_]:=\sigmaz.s1.\sigmaz + MatrixPower[(\sigmaz. ((6 [h1,h2,h3]-\mu) *IdentityMatrix[2]+s0)),2],\sigmaz;
q2t[h1, ,h2, h3 ]:=0z.c3t[k1,h2,h3] - MatrixPower[0z.c2t[h1,h2,h3],2]/2;
c2tk=NIntegrate[Tr [e2t[k2,k2,k3]},{k2,0,2+P1),{k2,0,2+P1},{k3,0,2+P1}]/(2+Pi)^\mp@subsup{}{}{\wedge};
q2tk=NIntegrate[Tr {q2t[k1,k2,k3]), (k1,0,2*P1),(k2,0,2+P1),(k3,0,2+P1)]/(2*P1)^3;
```



```
pce0.5+% .1; (- Condensate Densitye)
\rho=NIntegrate[\rhok[k1,k2,k3],(k2,0, pi),(k2,0,Pi),{k3,0,pi),Method->"LocalAdaptive*] /(Pi)^3+\rhoc; (& Total Number Dansity *)
```



```
Print[padIt[T, {1e,9)]," ",padIt[u/U,(10,9)]," ",padIt [f, (1e,9)]," ",padIt[\Deltaee,(10,9)]," ",padIt[\Deltae1,(10,9)]," ",padIt[p,{(1e,9)]," ",padIt[Re[Ekin],(10,9)]];
3.500000000 0.400000000-3.566072041-0.766474518 0.584067458 1.024460704-3.089783898
```


## Appendix D

## Equation of State and Pressure for the Harmonic Confinement

Considering the two dimensional setup discussed in Section 3.6, the total pressure $P_{\text {total }}$ is evaluated by integrating the Gibbs-Duhem relation $d P=\rho d \mu+s d T$ at fixed temperature $T$ over the lattice

$$
\begin{equation*}
P_{t o t a l}=\int_{-\infty}^{\mu_{0}} \rho d \mu=-\int_{0}^{\infty} \rho(r) \frac{d \mu}{d r} d r . \tag{D.1}
\end{equation*}
$$

For an isotropic harmonic trap in the $x y$ plane, $\mu=\mu_{0}-\frac{1}{2} m \omega^{2} r^{2}$ and $\frac{d \mu}{d r}=-m \omega^{2} r$; then Eq. (D.1) becomes

$$
\begin{equation*}
P_{t o t a l}=m \omega^{2} \int_{0}^{\infty} \rho(r) r d r \tag{D.2}
\end{equation*}
$$

The total number of particles $N_{\text {total }}$ is obtained by integration of the local density $\rho(r)$ according to

$$
\begin{equation*}
N_{\text {total }}=2 \pi \int_{0}^{\infty} \rho(r) r d r \tag{D.3}
\end{equation*}
$$

Comparing both Eqs. (D.2) and (D.3), we deduce the equation of state

$$
\begin{equation*}
P_{\text {total }}=\frac{m \omega^{2}}{2 \pi} N_{\text {total }} \tag{D.4}
\end{equation*}
$$

valid for 2D gases including an isotropic harmonic confinement [124, 125]. There is also another interesting observation concerning the value of the fixed total pressure. Since the density $\rho$ is a derivative of the free energy $\Omega$, see Eq. (3.34), we can write $P_{\text {total }}$ as

$$
\begin{align*}
P_{t o t a l} & =-\int_{-\infty}^{\mu_{0}} \frac{1}{V}\left(\frac{\partial \Omega}{\partial \mu}\right)_{T} d \mu \\
& =\frac{1}{V}\left[\Omega(\mu=-\infty)-\Omega\left(\mu_{0}\right)\right] . \tag{D.5}
\end{align*}
$$

Considering that $\Omega(\mu=-\infty)=0$ and $-P V=\Omega$, the total pressure is equal to the local pressure at the center of the trap

$$
\begin{equation*}
P_{\text {total }}=P\left(\mu_{0}\right)=P(r=0), \tag{D.6}
\end{equation*}
$$

as Fig. ??(a) confirms.

## Appendix E

## Perturbation Theory

## E. 1 General Aspects

In this section, we explore the finite-temperature perturbation theory (PT) around the atomic limit in order to describe the normal phase [185, 186]. The non-local kinetic energy term is treated perturbatively by expanding the grand canonical freeenergy and the Green's function in powers of the hopping amplitude. Therefore, we decompose the Bose-Hubbard Hamiltonian into

$$
\begin{equation*}
H=H^{(0)}+\mathcal{H} \tag{E.1}
\end{equation*}
$$

where the atomic limit is given by

$$
\begin{equation*}
H^{(0)}=\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i}, \tag{E.2}
\end{equation*}
$$

and the kinetic term follows as

$$
\begin{equation*}
\mathcal{H}=\sum_{i, j} J_{i j} b_{i}^{\dagger} b_{j}, \tag{E.3}
\end{equation*}
$$

with the summation comprehending the whole lattice without restrictions and the hopping matrix element $J_{i j}$ considered as a general term. In this framework, the
operators are represented in the Dirac interaction picture according to

$$
\begin{equation*}
O(\tau)=e^{\tau H^{(0)}} O e^{-\tau H^{(0)}} \tag{E.4}
\end{equation*}
$$

The time evolution operator $\mathcal{U}\left(\tau, \tau_{0}\right)$ obeys the following Schrodinger's equation

$$
\begin{equation*}
\frac{d}{d \tau} \mathcal{U}\left(\tau, \tau_{0}\right)=-\mathcal{H}(\tau) \mathcal{U}\left(\tau, \tau_{0}\right) \tag{E.5}
\end{equation*}
$$

with initial condition $\mathcal{U}\left(\tau_{0}, \tau_{0}\right)=1$, whose formal solution is given by the Dyson's expansion

$$
\begin{align*}
\mathcal{U}\left(\tau, \tau_{0}\right) & =\mathcal{T}\left[e^{-\int_{\tau_{0}}^{\tau} \mathcal{H}\left(\tau^{\prime}\right) d \tau^{\prime}}\right] \\
& =\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \int_{\tau_{0}}^{\tau} d \tau_{1} \int_{\tau_{0}}^{\tau} d \tau_{2} \ldots \int_{\tau_{0}}^{\tau} d \tau_{n} \mathcal{T}\left[\mathcal{H}\left(\tau_{1}\right) \mathcal{H}\left(\tau_{2}\right) \ldots \mathcal{H}\left(\tau_{n}\right)\right] . \tag{E.6}
\end{align*}
$$

The definition of Eq. (E.3) into Eq. (E.6) yields an explicit expression of the imaginary time evolution operator

$$
\begin{align*}
\mathcal{U}\left(\tau, \tau_{0}\right)= & \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{j_{1}^{\prime} \ldots j_{n}^{\prime}, j_{1} \ldots j_{n}} J_{j_{1}^{\prime} j_{1}} \ldots J_{j_{n}^{\prime} j_{n}} \times \\
& \times \int_{\tau_{0}}^{\tau} d \tau_{1} \int_{\tau_{0}}^{\tau} d \tau_{2} \cdots \int_{\tau_{0}}^{\tau} d \tau_{n} \mathcal{T}\left[b_{j_{1}^{\prime}}^{\dagger}\left(\tau_{1}\right) b_{j_{1}}\left(\tau_{1}\right) \ldots b_{j_{n}^{\prime}}^{\dagger}\left(\tau_{n}\right) b_{j_{n}}\left(\tau_{n}\right)\right] \tag{E.7}
\end{align*}
$$

from which perturbative approximations can be established. Including finite-temperature effects (with $k_{B} T=1 / \beta$ ), the partition function $\mathcal{Z}=\operatorname{Tr}\left[\mathcal{T} e^{-\mathcal{S}}\right]$ follows as a trace comprising the imaginary time-ordered exponential of the euclidean action $\mathcal{S}$ [106-108], taking the form

$$
\begin{align*}
\mathcal{Z} & =\operatorname{Tr}\left\{\mathcal{T}\left[e^{-\int_{0}^{\beta} H(\tau) d \tau}\right]\right\} \\
& =\operatorname{Tr}\left\{e^{-\beta H^{(0)}} \mathcal{T}\left[e^{-\int_{0}^{\beta} \mathcal{H}(\tau) d \tau}\right]\right\} \\
& =\operatorname{Tr}\left\{e^{-\beta H^{(0)}} \mathcal{U}(\beta, 0)\right\} \tag{E.8}
\end{align*}
$$

If we introduce the atomic limit partition function $\mathcal{Z}^{(0)}$ into Eq. (E.8), we obtain

$$
\begin{align*}
\mathcal{Z} & =\mathcal{Z}^{(0)} \frac{1}{\mathcal{Z}^{(0)}} \operatorname{Tr}\left\{e^{-\beta H^{(0)}} \mathcal{T}\left[e^{-\int_{0}^{\beta} \mathcal{H}(\tau) d \tau}\right]\right\} \\
& =\mathcal{Z}^{(0)}\left\langle\mathcal{T}\left[e^{-\int_{0}^{\beta} \mathcal{H}(\tau) d \tau}\right]\right\rangle_{0} \\
& =\mathcal{Z}^{(0)}\langle\mathcal{U}(\beta, 0)\rangle_{0}, \tag{E.9}
\end{align*}
$$

describing $\mathcal{Z}$ in terms of thermal averages $\langle\ldots\rangle_{0}$ taken with respect to the unperturbed Hamiltonian $H^{(0)}$. By setting $\tau_{0}=0$ and $\tau=\beta$, Eq. (E.7) yields

$$
\begin{align*}
\langle\mathcal{U}(\beta, 0)\rangle_{0}= & \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{j_{1}^{\prime} \ldots j_{n}^{\prime}, j_{1} \ldots j_{n}} J_{j_{1}^{\prime} j_{1}} \ldots J_{j_{n}^{\prime} j_{n}} \times \\
& \times \int_{0}^{\beta} d \tau_{1} \ldots \int_{0}^{\beta} d \tau_{n}\left\langle\mathcal{T}\left[b_{j_{1}^{\prime}}^{\dagger}\left(\tau_{1}\right) b_{j_{1}}\left(\tau_{1}\right) \ldots b_{j_{n}^{\prime}}^{\dagger}\left(\tau_{n}\right) b_{j_{n}}\left(\tau_{n}\right)\right]\right\rangle_{0} \tag{E.10}
\end{align*}
$$

which provides an expansion of $\mathcal{Z}$ in powers of the hopping matrix element $J_{i j}$ and the creation/annihilation operators. The ensemble averages appearing can be identified as the $n$-particle Green' function taken with respect to the unperturbed system and evaluated at equal times $\tau_{m}=\tau_{m}^{\prime}$

$$
\begin{equation*}
G_{n}^{(0)}\left(j_{1}^{\prime}, \tau_{1}^{\prime}, \ldots, j_{n}^{\prime}, \tau_{n}^{\prime} \mid j_{1}, \tau_{1}, \ldots, j_{n}, \tau_{n}\right) \equiv\left\langle\mathcal{T}\left[b_{j_{1}^{\prime}}^{\dagger}\left(\tau_{1}^{\prime}\right) b_{j_{1}}\left(\tau_{1}\right) \ldots b_{j_{n}^{\prime}}^{\dagger}\left(\tau_{n}^{\prime}\right) b_{j_{n}}\left(\tau_{n}\right)\right]\right\rangle_{0} \tag{E.11}
\end{equation*}
$$

In a more concise notation, we can group space and time variables producing

$$
\begin{equation*}
G_{n}^{(0)}\left(1^{\prime}, \ldots, n^{\prime} \mid 1, \ldots, n\right) \equiv G_{n}^{(0)}\left(j_{1}^{\prime}, \tau_{1}^{\prime}, \ldots, j_{n}^{\prime}, \tau_{n}^{\prime} \mid j_{1}, \tau_{1}, \ldots, j_{n}, \tau_{n}\right) \tag{E.12}
\end{equation*}
$$

## E. 2 Moments and Cumulants

In order to determine the moments $G_{n}^{(0)}$, the standard Wick's theorem [107] cannot be applied because the unperturbed Hamiltonian $H^{(0)}$ is not quadratic in the bosonic operators. Therefore, the well-known formalism of perturbative techniques based on standard Feynman diagrams [108] derived from Wick's theorem are not suitable for our perturbative analysis. Nevertheless, it is possible to simplify the terms $G_{n}^{(0)}$ by
decomposing them into cumulants $C_{n}^{(0)}$. Indeed, as we address in the next paragraphs, the moments can be generally expressed as a summation over the cumulants considering all possible partitions of random variables.

The moments $G$ of a set of random variables $X_{1}, \ldots, X_{n}$ are defined as the expectation value $E$

$$
\begin{equation*}
G\left(X_{1}, \ldots, X_{m}\right)=E\left[X_{1} \ldots X_{m}\right] \tag{E.13}
\end{equation*}
$$

regarding a general probability distribution. They are obtained through a moment generating function, or partition function, defined by the following expectation value

$$
\begin{equation*}
\mathcal{Z}(\mathbf{t})=E\left[e^{\mathrm{t}^{\cdot \mathbf{x}}}\right]=E\left[e^{\sum_{i} t_{i} X_{i}}\right], \tag{E.14}
\end{equation*}
$$

where $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right)$ and $\mathbf{X}=\left(X_{1}, \ldots, X_{n}\right)$. Indeed, the moments are simply the coefficients of the power series expansion of the moment generating function, given by successive differentiation of $\mathcal{Z}$ according to

$$
\begin{equation*}
G\left(X_{1}, \ldots, X_{m}\right)=\left.\frac{\partial}{\partial t_{m}} \ldots \frac{\partial}{\partial t_{1}} \mathcal{Z}(\mathbf{t})\right|_{\mathbf{t}=0} \tag{E.15}
\end{equation*}
$$

Analogously, the cumulants $C$ can be obtained through a cumulant generating function

$$
\begin{equation*}
\mathcal{W}(\mathbf{t})=\ln \mathcal{Z}(\mathbf{t})=\ln E\left[e^{\sum_{i} t_{i} X_{i}}\right] \tag{E.16}
\end{equation*}
$$

which is the logarithm of the moment generating function. Being the coefficients of the power series expansion of the generating function $\mathcal{W}$, they are obtained by successive differentiation as

$$
\begin{equation*}
C\left(X_{1}, \ldots, X_{m}\right)=\left.\frac{\partial}{\partial t_{m}} \ldots \frac{\partial}{\partial t_{1}} \mathcal{W}(\mathbf{t})\right|_{\mathbf{t}=0} \tag{E.17}
\end{equation*}
$$

From their respective definitions, these statistical quantities are closely related to each other. Indeed, it is possible to express the expectation value $G$ [187] as a summation
of products of cumulants over all possible partitions $\pi$ of the set $\{1, \ldots, m\}$, yielding

$$
\begin{equation*}
G\left(X_{1}, \ldots, X_{m}\right)=\sum_{\pi} \prod_{B \in \pi} C\left(X_{i} ; i \in B\right) \tag{E.18}
\end{equation*}
$$

For example, the expectation value $G\left(X_{1}, X_{2}, X_{3}\right)$ is decomposed as

$$
\begin{aligned}
G\left(X_{1}, X_{2}, X_{3}\right)= & C\left(X_{1}, X_{2}, X_{3}\right)+C\left(X_{1}, X_{2}\right) C\left(X_{3}\right)+C\left(X_{1}, X_{3}\right) C\left(X_{2}\right) \\
& +C\left(X_{2}, X_{3}\right) C\left(X_{1}\right)+C\left(X_{1}\right) C\left(X_{2}\right) C\left(X_{3}\right) .
\end{aligned}
$$

Based on these previous observations and general remarks, the Green's functions taken with respect to the unperturbed system are derived directly from a moment generating functional

$$
\begin{equation*}
\mathcal{Z}^{(0)}[\mathbf{F}]=\left\langle\mathcal{T} e^{-\int_{0}^{\beta} d \tau \mathbf{F}_{\alpha}^{\dagger}(\tau) \mathbf{b}^{\alpha}(\tau)}\right\rangle_{0}=\left\langle\mathcal{T} e^{-\sum_{j} \int_{0}^{\beta} d \tau\left[F_{j}^{*}(\tau) b_{j}(\tau)+F_{j}(\tau) b_{j}^{\dagger}(\tau)\right]}\right\rangle_{0} \tag{E.19}
\end{equation*}
$$

of the introduced linear fields $F_{j}(\tau)$ and $F_{j}^{*}(\tau)$ in the Nambu notation. Successive functional differentiation yields the moments, or Green's functions, as follows

$$
\begin{equation*}
\mathrm{G}_{n}^{(0)}\left(j_{1}^{\prime}, \tau_{1}^{\prime}, \ldots, j_{n}^{\prime}, \tau_{n}^{\prime} \mid j_{1}, \tau_{1}, \ldots, j_{n}, \tau_{n}\right)=\left.\frac{\delta}{\delta F_{j_{n}}^{*}\left(\tau_{n}\right)} \frac{\delta}{\delta F_{j_{n}^{\prime}}^{\prime}\left(\tau_{n}^{\prime}\right)} \cdots \frac{\delta}{\delta F_{j_{1}}^{*}\left(\tau_{1}\right)} \frac{\delta}{\delta F_{j_{1}^{\prime}}^{\prime}\left(\tau_{1}^{\prime}\right)} \mathcal{Z}^{(0)}[\mathbf{F}]\right|_{\mathbf{F}=0} \tag{E.20}
\end{equation*}
$$

The cumulant generating functional is obtained from the logarithm of the partition function

$$
\begin{align*}
\mathcal{W}^{(0)}[\mathbf{F}] & =\ln \mathcal{Z}^{(0)}[\mathbf{F}]=\ln \left\langle\mathcal{T} e^{-\int_{0}^{\beta} d \tau \mathbf{F}_{\alpha}^{\dagger}(\tau) \mathbf{b}^{\alpha}(\tau)}\right\rangle_{0} \\
& =\ln \left\langle\mathcal{T} e^{-\sum_{j} \int_{0}^{\beta} d \tau\left[F_{j}^{*}(\tau) b_{j}(\tau)+F_{j}(\tau) b_{j}^{\dagger}(\tau)\right]}\right\rangle_{0} \tag{E.21}
\end{align*}
$$

with the cumulants $C_{n}^{(0)}$, or connected Green's functions, defined according to

$$
\begin{equation*}
\mathrm{C}_{n}^{(0)}\left(j_{1}^{\prime}, \tau_{1}^{\prime}, \ldots, j_{n}^{\prime}, \tau_{n}^{\prime} \mid j_{1}, \tau_{1}, \ldots, j_{n}, \tau_{n}\right)=\left.\frac{\delta}{\delta F_{j_{n}}^{*}\left(\tau_{n}\right)} \frac{\delta}{\delta F_{j_{n}^{\prime}}^{\prime}\left(\tau_{n}^{\prime}\right)} \cdots \frac{\delta}{\delta F_{j_{1}}^{*}\left(\tau_{1}\right)} \frac{\delta}{\delta F_{j_{1}^{\prime}}^{\left(\tau_{1}^{\prime}\right)}} \mathcal{W}^{(0)}[\mathbf{F}]\right|_{\mathbf{F}=0} \tag{E.22}
\end{equation*}
$$

From them, we extract direct expressions for the cumulants in terms of the moments for each value of $n$ :

$$
\begin{gather*}
C_{1}^{(0)}\left(1^{\prime} \mid 1\right)=\left.\frac{\delta^{2} \mathcal{W}^{(0)}[\mathbf{F}]}{\delta F^{*}(1) \delta F\left(1^{\prime}\right)}\right|_{\mathbf{F}=0} \\
=-\langle b(1)\rangle_{0}\left\langle b^{\dagger}\left(1^{\prime}\right)\right\rangle_{0}+\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1)\right]\right\rangle_{0} \\
=\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1)\right]\right\rangle_{0} \\
=G_{1}^{(0)}\left(1^{\prime} \mid 1\right), \\
=-6\langle b(2)\rangle_{0}\left\langle b^{\dagger}\left(2^{\prime}\right)\right\rangle_{0}\langle b(1)\rangle_{0}\left\langle b^{\dagger}\left(1^{\prime}\right)\right\rangle_{0}+2\left\langle\mathcal{T}\left[b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0}\langle b(1)\rangle_{0}\left\langle b^{\dagger}\left(1^{\prime}\right)\right\rangle_{0} \\
C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,2\right)=\left.\frac{\delta^{4} \mathcal{W}^{(0)}[\mathbf{F}]}{\delta F^{*}(2) \delta F\left(2^{\prime}\right) \delta F^{*}(1) \delta F\left(1^{\prime}\right)}\right|_{\mathbf{F}=0} \\
+2\left\langle b^{\dagger}\left(2^{\prime}\right)\right\rangle_{0}\langle\mathcal{T}[b(1) b(2)]\rangle_{0}\left\langle b^{\dagger}\left(1^{\prime}\right)\right\rangle_{0}+2\left\langle b^{\dagger}\left(2^{\prime}\right)\right\rangle_{0}\langle b(1)\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(2)\right]\right\rangle_{0} \\
+2\langle b(2)\rangle_{0}\left\langle\mathcal{T}\left[b(1) b^{\dagger}\left(2^{\prime}\right)\right]\right\rangle_{0}\left\langle b^{\dagger}\left(1^{\prime}\right)\right\rangle_{0}-\left\langle\mathcal{T}\left[b(1) b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0}\left\langle b^{\dagger}\left(1^{\prime}\right)\right\rangle_{0} \\
-\left\langle\mathcal{T}\left[b(1) b^{\dagger}\left(2^{\prime}\right)\right]\right\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(2)\right]\right\rangle_{0}+2\langle b(2)\rangle_{0}\langle b(1)\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b^{\dagger}\left(2^{\prime}\right)\right]\right\rangle_{0} \\
-\langle\mathcal{T}[b(1) b(2)]\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b^{\dagger}\left(2^{\prime}\right)\right]\right\rangle_{0}-\langle b(1)\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0} \\
+2\langle b(2)\rangle_{0}\left\langle b^{\dagger}\left(2^{\prime}\right)\right\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1)\right]\right\rangle_{0}-\left\langle\mathcal{T}\left[b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1)\right]\right\rangle_{0} \\
-\left\langle b^{\dagger}\left(2^{\prime}\right)\right\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1) b(2)\right]\right\rangle_{0}-2\langle b(2)\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1) b^{\dagger}\left(2^{\prime}\right)\right]\right\rangle_{0} \\
+\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1) b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0} \\
=-\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1)\right]\right\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0}-\left\langle\mathcal{T}\left[b^{\dagger}\left(2^{\prime}\right) b(1)\right]\right\rangle_{0}\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(2)\right]\right\rangle_{0} \\
+\left\langle\mathcal{T}\left[b^{\dagger}\left(1^{\prime}\right) b(1) b^{\dagger}\left(2^{\prime}\right) b(2)\right]\right\rangle_{0} \\
=G_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,2\right)-C_{1}^{(0)}\left(1^{\prime} \mid 1\right) C_{2}^{(0)}\left(2^{\prime} \mid 2\right)-C_{2}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right), \tag{E.24}
\end{gather*}
$$

and similarly for higher orders. In Eqs. (E.23) and (E.24) the averages containing an odd number of operators vanish identically since there is no symmetry breaking in the described normal phase. Such relations allows for expressing the moments in terms of cumulants as stated in Eq. (E.18), with the possible partitions encompassing the sets of indices with equal number of primed and unprimed variables. Therefore,
for $n=1$, we trivially obtain from Eq. (E.23)

$$
\begin{equation*}
G_{1}^{(0)}\left(1^{\prime} \mid 1\right)=C_{1}^{(0)}\left(1^{\prime} \mid 1\right) \tag{E.25}
\end{equation*}
$$

For $n=2$, there are two types of partitions: $C_{2}^{(0)}(1$ term $)$ and $C_{1}^{(0)} \otimes C_{1}^{(0)}(2$ terms $)$ producing according to Eq. (E.24)

$$
\begin{align*}
G_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,2\right)= & C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,2\right)+C_{1}^{(0)}\left(1^{\prime} \mid 1\right) C_{1}^{(0)}\left(2^{\prime} \mid 2\right) \\
& +C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) \tag{E.26}
\end{align*}
$$

For $n=3$, there are three types of partitions: $C_{3}^{(0)}(1$ term $), C_{2}^{(0)} \otimes C_{1}^{(0)}$ (9 terms), and $C_{1}^{(0)} \otimes C_{1}^{(0)} \otimes C_{1}^{(0)}(6$ terms) yielding

$$
\begin{align*}
G_{3}^{(0)}\left(1^{\prime}, 2^{\prime}, 3 \mid 1,2,3\right)= & C_{3}^{(0)}\left(1^{\prime}, 2^{\prime}, 3^{\prime} \mid 1,2,3\right)+C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,2\right) C_{1}^{(0)}\left(3^{\prime} \mid 3\right) \\
& +C_{2}^{(0)}\left(1^{\prime}, 3^{\prime} \mid 1,2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right)+C_{2}^{(0)}\left(2^{\prime}, 3^{\prime} \mid 1,2\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right) \\
& +C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,3\right) C_{1}^{(0)}\left(3^{\prime} \mid 2\right)+C_{2}^{(0)}\left(1^{\prime}, 3^{\prime} \mid 1,3\right) C_{1}^{(0)}\left(2^{\prime} \mid 2\right) \\
& +C_{2}^{(0)}\left(2^{\prime}, 3^{\prime} \mid 1,3\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right)+C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 2,3\right) C_{1}^{(0)}\left(3^{\prime} \mid 1\right) \\
& +C_{2}^{(0)}\left(1^{\prime}, 3^{\prime} \mid 2,3\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right)+C_{2}^{(0)}\left(2^{\prime}, 3^{\prime} \mid 2,3\right) C_{1}^{(0)}\left(1^{\prime} \mid 1\right) \\
& +C_{1}^{(0)}\left(1^{\prime} \mid 1\right) C_{1}^{(0)}\left(2^{\prime} \mid 2\right) C_{1}^{(0)}\left(3^{\prime} \mid 3\right)+C_{1}^{(0)}\left(1^{\prime} \mid 1\right) C_{1}^{(0)}\left(3^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right) \\
& +C_{1}^{(0)}\left(3^{\prime} \mid 1\right) C_{1}^{(0)}\left(2^{\prime} \mid 2\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right)+C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(3^{\prime} \mid 3\right) \\
& +C_{1}^{(0)}\left(3^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right)+C_{1}^{(0)}\left(3^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right), \tag{E.27}
\end{align*}
$$

and similarly for higher order terms. The previous results also show that the number of terms appearing in the cumulant decomposition increases substantially with the order $n$. On the other hand, the cumulants present an useful property: they are local quantities. Since $H^{(0)}$ is a sum of local operators and $\ln (x y)=\ln (x)+\ln (y)$, the generating functional of Eq. (E.21) becomes a sum of local functionals. Therefore, the cumulants derived from it vanish unless all site variable in $\left(1^{\prime}, \ldots, n^{\prime} \mid 1, \ldots, n\right)$ are
equal, with

$$
\begin{equation*}
C_{n}^{(0)}\left(j_{1}^{\prime}, \tau_{1}^{\prime}, \ldots, j_{n}^{\prime}, \tau_{n}^{\prime} \mid j_{1}, \tau_{1}, \ldots, j_{n}, \tau_{n}\right)=C_{n j_{1}}^{(0)}\left(\tau_{1}^{\prime}, \ldots, \tau_{n}^{\prime} \mid \tau_{1}, \ldots, \tau_{n}\right) \prod_{\alpha \beta} \delta_{j_{\alpha}^{\prime} j_{\beta}} \tag{E.28}
\end{equation*}
$$

A direct consequence of this locality property is due to the form of the hopping Hamiltonian: cumulants containing at least one corresponding pair $\left\{\alpha^{\prime}, \alpha\right\}$ of unprimed and primed variables, like $C_{1}^{(0)}\left(1^{\prime} \mid 1\right), C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 1,3\right)$ or $C_{3}^{(0)}\left(1^{\prime}, 2^{\prime}, 3^{\prime} \mid 3,4,5\right)$, don't contribute to the perturbative expansion. This happens because the sites $j_{\alpha}$ and $j_{\alpha}^{\prime}$ appearing in

$$
\mathcal{H}=\sum_{j_{\alpha}^{\prime}, j_{\alpha}} J_{j_{\alpha}^{\prime} j_{\alpha}} b_{j_{\alpha}^{\prime}}^{\dagger} b_{j_{\alpha}}
$$

gives a zero contribution when $j_{\alpha}^{\prime}=j_{\alpha}\left(J_{j_{\alpha} j_{\alpha}}=0\right.$ as the hooping necessarily occurs between different sites). Hence, when evaluating the momentum decomposition we need to consider only the partitions containing primed variables different from the unprimed ones in the expansion of $\langle\mathcal{U}(\beta, 0)\rangle_{0}$.

Rule 0 : The partition function $\mathcal{Z}=\mathcal{Z}^{(0)}\langle\mathcal{U}(\beta, 0)\rangle_{0}$ is explicitly represented by the power series
$\langle\mathcal{U}(\beta, 0)\rangle_{0}=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{j_{1}^{\prime} \ldots j_{n}^{\prime}, j_{1} \ldots j_{n}} J_{j_{1}^{\prime} j_{1}} \ldots J_{j_{n}^{\prime} j_{n}} \int_{0}^{\beta} d \tau_{1} \cdots \int_{0}^{\beta} d \tau_{n}\left\langle\mathcal{T}\left[b_{j_{1}^{\prime}}^{\dagger}\left(\tau_{1}\right) b_{j_{1}}\left(\tau_{1}\right) \ldots b_{j_{n}}^{\dagger}\left(\tau_{n}\right) b_{j_{n}}\left(\tau_{n}\right)\right]\right\rangle_{0}$,
(a) The moments, or Green's functions, can be decomposed into products of cumulants, considering all possible partitions containig an equal number of primed and unprimed variables because there is no global symmetry breaking.
(b) The locality of the cumulants associated with the occurence of hopping processes between different sites imply the following simplification on the evaluation of $\langle\mathcal{U}(\beta, 0)\rangle_{0}$ : only the partitions containing primed variables different from the unprimed ones give non zero contributions int the power series expansion.

## E. 3 Diagrammatic Expansion of the Partition Function

Regarding the explored properties of moments and cumulants, we develop a diagrammatic representation of the partition function $\mathcal{Z}=\mathcal{Z}^{(0)}\langle\mathcal{U}(\beta, 0)\rangle_{0}$. The basic ingredients are the local cumulants and the hopping matrix elements. We symbolize the $n$-particle cumulant $C_{n j_{\alpha}}^{(0)}$ at the lattice site $j_{\alpha}$ by a vertice with $n$ entering and $n$ leaving lines, labeled with imaginary time variables; for example, the lower-order cumulants read as

$$
\begin{equation*}
C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right)=\tau_{1} \rightarrow \underset{j_{\alpha}}{\bullet} \tau_{2}=\left\langle\mathcal{T}\left[b_{j_{\alpha}}^{\dagger}\left(\tau_{1}\right) b_{j_{\alpha}}\left(\tau_{2}\right)\right]\right\rangle_{0}, \tag{E.29}
\end{equation*}
$$

$C_{2 j_{\alpha}}^{(0)}\left(\tau_{1}, \tau_{3} \mid \tau_{2}, \tau_{4}\right)=\underbrace{\tau_{1}}_{\tau_{3}} \chi_{j_{\alpha}}^{\chi_{\tau_{4}}}=\left\langle\mathcal{T}\left[b_{j_{\alpha}}^{\dagger}\left(\tau_{1}\right) b_{j_{\alpha}}\left(\tau_{2}\right) b_{j_{\alpha}}^{\dagger}\left(\tau_{3}\right) b_{j_{\alpha}}\left(\tau_{4}\right)\right]\right\rangle_{0}-C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) C_{1 j_{\alpha}}^{(0)}\left(\tau_{3} \mid \tau_{4}\right)-C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{4}\right) C_{1 j_{\alpha}}^{(0)}\left(\tau_{3} \mid \tau_{2}\right)$.

Also, a line connecting two vertices $j_{\alpha}$ and $j_{\beta}$ represents the hopping matrix amplitude $J_{j_{\alpha} j_{\beta}}$ according to

$$
\begin{equation*}
J_{j_{\alpha} j_{\beta}}=j_{\alpha} \longrightarrow j_{\beta} . \tag{E.31}
\end{equation*}
$$

In the following, we explore how to combine these elements composing diagrams order by order. Considering the first-order term of $\langle\mathcal{U}(\beta, 0)\rangle_{0}$, Eq. (E.25) brings the relation

$$
\begin{align*}
-\sum_{j_{1}^{\prime}, j_{1}} J_{j_{1}^{\prime}, j_{1}} \int_{0}^{\beta} d \tau_{1} C_{1}^{(0)}\left(1^{\prime} \mid 1\right) & =-\sum_{j_{1}^{\prime}, j_{1}} J_{j_{1}^{\prime}, j_{1}} \int_{0}^{\beta} d \tau_{1} \delta_{j_{1}^{\prime} j_{1}} C_{1 j_{1}}^{(0)}\left(\tau_{1} \mid \tau_{1}\right) \\
& =-\sum_{j_{1}} J_{j_{1}, j_{1}} \int_{0}^{\beta} d \tau_{1} C_{1 j_{1}}^{(0)}\left(\tau_{1} \mid \tau_{1}\right)=0 \tag{E.32}
\end{align*}
$$

which produces an identically zero contribution since $J_{j_{1}, j_{1}}=0$, as stated by Rule $\mathbf{0}$.
For the second-order term, Rule $\mathbf{0}$ again implies that the only non-zero contribution composing $\langle\mathcal{U}(\beta, 0)\rangle_{0}$ comes from the cumulants $C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right)$ of the kind $C_{1}^{(0)} \otimes C_{1}^{(0)}$ exhibited in Eq. (E.26):

$$
\begin{align*}
\sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime}, j_{1}} J_{j_{2}^{\prime}, j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) & = \\
\sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime}, j_{1}} J_{j_{2}^{\prime}, j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \delta_{j_{2}^{\prime} j_{1}} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) \delta_{j_{1}^{\prime} j_{2}} C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) & = \\
\sum_{j_{1} j_{2}} J_{j_{2}, j_{1}} J_{j_{1}, j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) & \equiv D_{2 a} \tag{E.33}
\end{align*}
$$

Using the representations introduced in Eqs. (E.29) and (E.31), the defined term $D_{2 a}$ is symbolized by the following diagram

$$
\begin{equation*}
D_{2 a} \equiv \underbrace{\tau_{1}}_{j_{1}} \overbrace{\tau_{2}}^{\tau_{2}}=\sum_{j_{1} j_{2}} J_{j_{2}, j_{1}} J_{j_{1}, j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right), \tag{E.34}
\end{equation*}
$$

where the two cumulants at the vertices $j_{1}$ and $j_{2}$ are linked by hopping lines $J_{j_{2}, j_{1}}$ and $J_{j_{1}, j_{2}}$. Note that the complete second-order term is $w\left[D_{2 a}\right]=\frac{1}{2} D_{2}$, including the factor $\frac{1}{2}$ from the exponential series of Eq. (E.10).

In the third-order terms, the non zero contributions comes from the partitions $C_{1}^{(0)} \otimes C_{1}^{(0)} \otimes C_{1}^{(0)}$, with two cyclic elements

$$
C_{1}^{(0)}\left(3^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right) \text { and } C_{1}^{(0)}\left(3^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right),
$$

as stated by Rule $\mathbf{0}$ and Eq. (E.27). Both of them yield the same result

$$
\begin{aligned}
& \sum_{j_{1}^{\prime} j_{2}^{\prime} j_{3}^{\prime}, j_{1} j_{2} j_{3}} J_{j_{1}^{\prime}, j_{1}} J_{j_{2}^{\prime}, j_{2}} J_{j_{3}^{\prime}, j_{3}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} C_{1}^{(0)}\left(3^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right)= \\
& \sum_{j_{1}^{\prime} j_{2}^{\prime} j_{3}^{\prime}, j_{1} j_{2} j_{3}} J_{j_{1}^{\prime}, j_{1}} J_{j_{2}^{\prime}, j_{2}} J_{j_{3}^{\prime}, j_{3}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} \delta_{j_{3}^{\prime} j_{1}} C_{1 j_{1}}^{(0)}\left(\tau_{3} \mid \tau_{1}\right) \delta_{j_{1}^{\prime} j_{2}} C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) \delta_{j_{2}^{\prime} j_{3}} C_{1 j_{3}}^{(0)}\left(\tau_{2} \mid \tau_{3}\right)=
\end{aligned}
$$

$$
\begin{equation*}
\sum_{j_{1} j_{2} j_{3}} J_{j_{3}, j_{1}} J_{j_{1}, j_{2}} J_{j_{2}, j_{3}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} C_{1 j_{1}}^{(0)}\left(\tau_{3} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) C_{1 j_{3}}^{(0)}\left(\tau_{2} \mid \tau_{3}\right) \equiv D_{3 a} \tag{E.35}
\end{equation*}
$$

with diagrammatic representation

$$
\begin{equation*}
D_{3 a} \equiv \underbrace{\tau_{1}}_{j_{1}} \overbrace{\tau_{\tau_{3}}^{\prime}}^{j_{2}} \tau_{j_{2}}^{\tau_{2}}=-\sum_{j_{1} j_{2} j_{3}} J_{j_{3} j_{1}} J_{j_{1}, j_{2}} J_{j_{2}, j_{3}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} C_{1 j_{1}}^{(0)}\left(\tau_{3} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) C_{1 j_{3}}^{(0)}\left(\tau_{2} \mid \tau_{3}\right) . \tag{E.36}
\end{equation*}
$$

Hence the complete third-order weight is $w\left[D_{3 a}\right]=\frac{2}{3!} D_{3 a}=\frac{1}{3} D_{3 a}$, since there are two equivalent terms and the exponential expansion factor $\frac{1}{3!}$.

Regarding the fourth order, the partitions of the form $C_{1}^{(0)} \otimes C_{1}^{(0)} \otimes C_{1}^{(0)} \otimes C_{1}^{(0)}$ contribute with 6 cyclic elements and 3 disconnected ones. The cyclic ones are

$$
\begin{aligned}
& C_{1}^{(0)}\left(4^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 4\right), C_{1}^{(0)}\left(4^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 4\right), \\
& C_{1}^{(0)}\left(4^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 4\right), C_{1}^{(0)}\left(4^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 4\right), \\
& C_{1}^{(0)}\left(4^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 4\right), C_{1}^{(0)}\left(4^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 4\right),
\end{aligned}
$$

yielding the same value

$$
\begin{align*}
& D_{4 a} \equiv \underset{\tau_{1}}{j_{1}} \downarrow \underset{j_{4}}{j_{2}} \stackrel{\tau_{2}}{\tau_{2}} \overbrace{\tau_{3}}^{j_{3}}  \tag{E.37}\\
& =\sum_{j_{1} j_{2} j_{3} j_{4}} J_{j_{4}, j_{1}} J_{j_{1}, j_{2}} J_{j_{2}, j_{3}} J_{j_{3}, j_{4}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} \int_{0}^{\beta} d \tau_{4} C_{1 j_{1}}^{(0)}\left(\tau_{4} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) C_{1 j_{3}}^{(0)}\left(\tau_{2} \mid \tau_{3}\right) C_{1 j_{4}}^{(0)}\left(\tau_{3} \mid \tau_{4}\right),
\end{align*}
$$

whose contribution is $w\left[D_{4 a}\right]=\frac{6}{4!} D_{4 a}=\frac{1}{4} D_{4 a}$. The 3 disconnected elements are $C_{1}^{(0)}\left(4^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 4\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 2\right), C_{1}^{(0)}\left(4^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 4\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 1\right)$ and $C_{1}^{(0)}\left(4^{\prime} \mid 3\right) C_{1}^{(0)}\left(3^{\prime} \mid 4\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right)$, producing


$$
\begin{equation*}
=\sum_{j_{1} j_{4}} J_{j_{4}, j_{1}} J_{j_{1}, j_{4}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{4} C_{1 j_{1}}^{(0)}\left(\tau_{4} \mid \tau_{1}\right) C_{1 j_{4}}^{(0)}\left(\tau_{1} \mid \tau_{4}\right) \times \sum_{j_{2} j_{3}} J_{j_{3}, j_{2}} J_{j_{2}, j_{3}} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} C_{1 j_{2}}^{(0)}\left(\tau_{3} \mid \tau_{2}\right) C_{1 j_{3}}^{(0)}\left(\tau_{2} \mid \tau_{3}\right), \tag{E.38}
\end{equation*}
$$

with a complete weight equals to $w\left[D_{4 b}\right]=\frac{3}{4!} D_{4 b}=\frac{1}{8} D_{4 b}$. Also, note that $D_{4 b}$ is essentially a product of two lower-order diagrams $D_{4 b}=D_{2 a} \times D_{2 a}$, being disconnected. The partitions $C_{2}^{(0)} \otimes C_{1}^{(0)} \otimes C_{1}^{(0)}$ generate 12 terms:

$$
\begin{aligned}
& C_{2}^{(0)}\left(3^{\prime}, 4^{\prime} \mid 1,2\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right) C_{1}^{(0)}\left(2^{\prime} \mid 4\right), C_{2}^{(0)}\left(3^{\prime}, 4^{\prime} \mid 1,2\right) C_{1}^{(0)}\left(1^{\prime} \mid 4\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right), \\
& C_{2}^{(0)}\left(2^{\prime}, 4^{\prime} \mid 1,3\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(3^{\prime} \mid 4\right), C_{2}^{(0)}\left(2^{\prime}, 4^{\prime} \mid 1,3\right) C_{1}^{(0)}\left(1^{\prime} \mid 4\right) C_{1}^{(0)}\left(3^{\prime} \mid 2\right), \\
& C_{2}^{(0)}\left(2^{\prime}, 3^{\prime} \mid 1,4\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(4^{\prime} \mid 3\right), C_{2}^{(0)}\left(2^{\prime}, 3^{\prime} \mid 1,4\right) C_{1}^{(0)}\left(1^{\prime} \mid 3\right) C_{1}^{(0)}\left(4^{\prime} \mid 2\right), \\
& C_{2}^{(0)}\left(1^{\prime}, 4^{\prime} \mid 2,3\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(3^{\prime} \mid 4\right), C_{2}^{(0)}\left(1^{\prime}, 4^{\prime} \mid 2,3\right) C_{1}^{(0)}\left(2^{\prime} \mid 4\right) C_{1}^{(0)}\left(3^{\prime} \mid 1\right), \\
& C_{2}^{(0)}\left(1^{\prime}, 3^{\prime} \mid 2,4\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(4^{\prime} \mid 3\right), C_{2}^{(0)}\left(1^{\prime}, 3^{\prime} \mid 2,4\right) C_{1}^{(0)}\left(2^{\prime} \mid 3\right) C_{1}^{(0)}\left(4^{\prime} \mid 1\right)
\end{aligned}
$$

They result in

$$
\begin{align*}
D_{4 c} & \equiv \overbrace{\tau_{4}}^{\tau_{1}} \overbrace{j_{2}}^{\tau_{1}} \overbrace{\tau_{3}}^{\tau_{2}}  \tag{E.39}\\
& =\sum_{j_{1} j_{2} j_{3}} J_{j_{2}, j_{1}} J_{j_{1}, j_{2}} J_{j_{2}, j_{3}} J_{j_{3}, j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \int_{0}^{\beta} d \tau_{3} \int_{0}^{\beta} d \tau_{4} C_{1 j_{1}}^{(0)}\left(\tau_{4} \mid \tau_{1}\right) C_{2 j_{2}}^{(0)}\left(\tau_{1}, \tau_{3} \mid \tau_{2}, \tau_{4}\right) C_{1 j_{3}}^{(0)}\left(\tau_{2} \mid \tau_{3}\right),
\end{align*}
$$

with a total value of $w\left[D_{4 c}\right]=\frac{12}{4!} D_{2 c}=\frac{1}{2} D_{2 c}$. The remaining contributions take the from $C_{2}^{(0)} \otimes C_{2}^{(0)}$, with 3 terms: $C_{2}^{(0)}\left(3^{\prime}, 4^{\prime} \mid 1,2\right) C_{2}^{(0)}\left(1^{\prime}, 2^{\prime} \mid 3,4\right), C_{2}^{(0)}\left(2^{\prime}, 4^{\prime} \mid 1,3\right) C_{2}^{(0)}\left(1^{\prime}, 3^{\prime} \mid 2,4\right)$ and $C_{2}^{(0)}\left(2^{\prime}, 3^{\prime} \mid 1,4\right) C_{2}^{(0)}\left(1^{\prime}, 4^{\prime} \mid 2,3\right)$

accounting for $w\left[D_{4 d}\right]=\frac{3}{4!} D_{4 d}=\frac{1}{8} D_{4 d}$. By collecting all the previously calculated diagrams, the average of the time-evolution operator reads as

$$
\begin{equation*}
\langle\mathcal{U}(\beta, 0)\rangle_{0}=1+\frac{1}{2} D_{2 a}+\frac{1}{3} D_{3 a}+\frac{1}{4} D_{4 a}+\frac{1}{8} D_{4 b}+\frac{1}{2} D_{4 c}+\frac{1}{8} D_{4 d}+\mathcal{O}\left(J^{5}\right) . \tag{E.41}
\end{equation*}
$$

As a consequence, the partition function until the fourth power of $J$ is given by

$$
\begin{equation*}
\mathcal{Z}=\mathcal{Z}^{(0)}\left(1+\frac{1}{2} D_{2 a}+\frac{1}{3} D_{3 a}+\frac{1}{4} D_{4 a}+\frac{1}{8} D_{4 b}+\frac{1}{2} D_{4 c}+\frac{1}{8} D_{4 d}+\mathcal{O}\left(J^{5}\right)\right) \tag{E.42}
\end{equation*}
$$

or in a symbolic form
$\mathcal{Z}=\mathcal{Z}^{(0)}\left(1+\frac{1}{2} \longrightarrow+\frac{1}{3} \underset{\sim}{4}+\underset{\sim}{4}\right.$


We summarize and extent our conclusions in a set of simple and direct rules:

Rule 1 - Diagrammatic Expansion of the Partition Function
Rule (a) : Draw all topologically inequivalent diagrams $D$ with vertices connected by directed lines such that the number of lines entering each vertex equals the number of leaving ones.

Rule (b) : Label each vertex with a lattice vector and each line with an imaginary time variable.

Rule (c): Each line connecting two vertices $j_{\alpha}$ and $j_{\beta}$ yields a factor of $J_{j_{\alpha} j_{\beta}}$.
Rule (d) : Each vertex $j_{\alpha}$ with $n$ entering lines and $n$ leaving lines corresponds to a cumulant $C_{n j_{\alpha}}^{(0)}$.
Rule (e) : Determine the sign of each diagram: plus/minus for even/odd number of connected lines.
Rule (f): Determine the multiplicity of each diagram.
Rule (g) : For each diagram, multiply the hopping matrix elements [Rule (c)] and the cumulants [Rule (d)], integrate the imaginary time variable from 0 to $\beta$, sum each lattice vector over the whole lattice; multiply the result by the sign [Rule (e)], the multiplicity [Rule (f)], and divide it by the corresponding Taylor expansion factor. After this, we obtain a quantity $w[D]$ referred as the weight of the diagram $D$.

Rule (h): The partition function is given by the following sum over all possible diagrams constructed according to the Rules (a)-(g):

$$
\begin{equation*}
\mathcal{Z}=\mathcal{Z}^{(0)}\langle\mathcal{U}(\beta, 0)\rangle_{0}=\mathcal{Z}^{(0)}\left(1+\sum_{D} w[D]\right) \tag{E.44}
\end{equation*}
$$

## E. 4 Diagrammatic Expansion of the free energy

The free energy is obtained directly from the logarithm of the partition function exposed in Eq. (E.44)

$$
\begin{equation*}
\Omega=-\frac{1}{\beta} \ln \mathcal{Z}=\Omega^{(0)}-\frac{1}{\beta} \ln \langle\mathcal{U}(\beta, 0)\rangle_{0}=\Omega^{(0)}-k_{B} T \ln \left(1+\sum_{D} w[D]\right)(\mathrm{E} \tag{E.45}
\end{equation*}
$$

Note that $\mathcal{Z}$ contains both connected and disconnected diagrams. Indeed, up to the fourth order there are five connected diagrams: $D_{2 a}, D_{3 a}, D_{4 a}, D_{4 c}$ and $D_{4 d} ; D_{4 b}$ is the only disconnected contribution. In the following, we show that the action of the logarithm function on $\mathcal{Z}$ is to remove its disconnected diagrams. The Taylor expansion of $\ln (1+\epsilon)=\epsilon-\frac{\epsilon^{2}}{2}+\ldots$, with the identification $\epsilon=\sum_{D} w[D]$, yields

$$
\begin{align*}
\ln \left(1+\sum_{D} w[D]\right)= & \ln \left(1+\frac{1}{2} D_{2 a}+\frac{1}{3} D_{3 a}+\frac{1}{4} D_{4 a}+\frac{1}{8} D_{4 b}+\frac{1}{2} D_{4 c}+\frac{1}{8} D_{4 d}+\mathcal{O}\left(J^{5}\right)\right) \\
= & \frac{1}{2} D_{2 a}+\frac{1}{3} D_{3 a}+\frac{1}{4} D_{4 a}+\frac{1}{8} D_{4 b}+\frac{1}{2} D_{4 c}+\frac{1}{8} D_{4 d} \\
& -\frac{1}{2}\left(\frac{1}{2} D_{2 a}\right) \times\left(\frac{1}{2} D_{2 a}\right)+\mathcal{O}\left(J^{5}\right) \\
= & \frac{1}{2} D_{2 a}+\frac{1}{3} D_{3 a}+\frac{1}{4} D_{4 a}+\frac{1}{2} D_{4 c}+\frac{1}{8} D_{4 d}+\mathcal{O}\left(J^{5}\right) \tag{E.46}
\end{align*}
$$

since $D_{4 b}=D_{2 a} \times D_{2 a}$. Clearly, the diagrams appearing in $-\frac{\epsilon^{2}}{2}, \frac{\epsilon^{3}}{3}, \ldots$ cancel all the disconnected terms in $\epsilon$. This happens because a disconnected diagram is a product of connected parts. Therefore, the linked-cluster theorem [185] applies; the free energy
comprehends the sum over all the connected diagrams

$$
\begin{align*}
\Omega & =\Omega^{(0)}-k_{B} T \sum_{D}^{\prime} w[D] \\
& =\Omega^{(0)}-k_{B} T\left(\frac{1}{2} D_{2 a}+\frac{1}{3} D_{3 a}+\frac{1}{4} D_{4 a}+\frac{1}{2} D_{4 c}+\frac{1}{8} D_{4 d}+\mathcal{O}\left(J^{5}\right)\right) \tag{E.47}
\end{align*}
$$

symbolized by the primed sum. Schematically, $\Omega$ reads as


Another interesting observation regarding the cancellation of the disconected diagrams is related to the extensive properties of the free energy. Since each connected diagram yields a factor of $N_{s}$, the disconnected components are at least of order $N_{s}^{2}$; hence the existence of a finite free energy in the thermodynamic limit imply the cancellation of such diagrams.

Rule 2 - Diagrammatic Expansion of the Free-Energy
Rule (a): The system's free-energy $\Omega$ is given by the sum over all connected diagrams constructed according to the Rule 1:

$$
\begin{equation*}
\Omega=\Omega^{(0)}-k_{B} T \sum_{D}^{\prime} w[D] . \tag{E.49}
\end{equation*}
$$

## E. 5 Diagrammatic Expansion of the Green's Function

The one-particle (or two-point) Green's function is defined by the thermal average of the following time-ordered product

$$
\begin{equation*}
G_{j_{\alpha} j_{\alpha}^{\prime}}\left(\tau_{\alpha}, \tau_{\alpha}^{\prime}\right)=-\left\langle\mathcal{T}\left[b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\rangle \tag{E.50}
\end{equation*}
$$

which can be rewritten as

$$
\begin{align*}
G_{j_{\alpha} j_{\alpha}^{\prime}}\left(\tau_{\alpha}, \tau_{\alpha}^{\prime}\right) & =-\frac{1}{\mathcal{Z}} \operatorname{Tr}\left\{\mathcal{T}\left[e^{-\int_{0}^{\beta} H(\tau) d \tau} b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\} \\
& =-\frac{\operatorname{Tr}\left\{e^{-\beta H^{(0)}} \mathcal{T}\left[\mathcal{U}(\beta, 0) b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\}}{\mathcal{Z}^{(0)}\langle\mathcal{U}(\beta, 0)\rangle_{0}} \\
& =-\frac{\left\langle\mathcal{T}\left[\mathcal{U}(\beta, 0) b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\rangle_{0}}{\langle\mathcal{U}(\beta, 0)\rangle_{0}} \tag{E.51}
\end{align*}
$$

Note that a diagrammatic development of the denominator $\langle\mathcal{U}(\beta, 0)\rangle_{0}$ was already studied in the Subsection E.3. The numerator presents a similar structure except that the variables $\alpha$ and $\alpha^{\prime}$ are fixed, not integrated or summed. Indeed, such term can be expanded in the power series

$$
\begin{align*}
\left\langle\mathcal{T}\left[\mathcal{U}(\beta, 0) b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\rangle_{0}= & \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \sum_{j_{1}^{\prime} \ldots j_{n}^{\prime}, j_{1} \ldots j_{n}} J_{j_{1}^{\prime} j_{1}} \ldots J_{j_{n}^{\prime} j_{n}} \int_{0}^{\beta} d \tau_{1} \ldots \int_{0}^{\beta} d \tau_{n} \times \\
& \left\langle\mathcal{T}\left[b_{j_{1}^{\prime}}^{\dagger}\left(\tau_{1}\right) b_{j_{1}}\left(\tau_{1}\right) \ldots b_{j_{n}^{\prime}}^{\dagger}\left(\tau_{n}\right) b_{j_{n}}\left(\tau_{n}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right) b_{j_{\alpha}}\left(\tau_{\alpha}\right)\right]\right\rangle_{0} \tag{E.52}
\end{align*}
$$

where

$$
\begin{align*}
& \left\langle\mathcal{T}\left[b_{j_{1}^{\prime}}^{\dagger}\left(\tau_{1}\right) b_{j_{1}}\left(\tau_{1}\right) \ldots b_{j_{n}^{\prime}}^{\dagger}\left(\tau_{n}\right) b_{j_{n}}\left(\tau_{n}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right) b_{j_{\alpha}}\left(\tau_{\alpha}\right)\right]\right\rangle_{0}= \\
& \quad G_{n+1}^{(0)}\left(j_{1}^{\prime}, \tau_{1}, \ldots, j_{n}^{\prime}, \tau_{n}, j_{\alpha}^{\prime}, \tau_{\alpha}^{\prime} \mid j_{1}, \tau_{1}, \ldots, j_{n}, \tau_{n}, j_{\alpha}, \tau_{\alpha}\right) \tag{E.53}
\end{align*}
$$

is identified with the $n+1$-particle Green's function relative to the unperturbed system. The decomposition of this average into cumulants enables an analysis order by order, according to the ideas already exposed in Subsection E.2. The only additional remark is related to the variables $\alpha$ and $\alpha^{\prime}$, which may yield a non-zero contribution when present in the same set of a partition.

Considering the zeroth-order term, we have a local contribution for

$$
\left\langle\mathcal{T}\left[\mathcal{U}(\beta, 0) b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\rangle_{0}
$$

given by

$$
\begin{equation*}
\left\langle\mathcal{T}\left[b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right) b_{j_{\alpha}}\left(\tau_{\alpha}\right)\right]\right\rangle_{0}=\delta_{j_{\alpha}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{\alpha}\right) \equiv D_{0 a}\left(\alpha^{\prime} \mid \alpha\right), \tag{E.54}
\end{equation*}
$$

and represented as the diagram

$$
\begin{equation*}
D_{0 a}\left(\alpha^{\prime} \mid \alpha\right) \equiv \tau_{\alpha}^{\prime} \underset{j_{\alpha}^{\prime}=j_{\alpha}}{\rightarrow} \tau_{\alpha}=\delta_{j_{\alpha}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{\alpha}\right), \tag{E.55}
\end{equation*}
$$

with total weight $w\left[D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)\right]=D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)$.
Concerning the first-order term, the contribution $C_{1}^{(0)}\left(\alpha^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid \alpha\right)$ of the form $C_{1}^{(0)} \otimes C_{1}^{(0)}$ provides

$$
\begin{align*}
-\sum_{j_{1}^{\prime}, j_{1}} J_{j_{1}^{\prime} j_{1}} \int_{0}^{\beta} d \tau_{1} C_{1}^{(0)}\left(\alpha^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid \alpha\right) & = \\
-\sum_{j_{1}^{\prime}, j_{1}} J_{j_{1}^{\prime} j_{1}} \int_{0}^{\beta} d \tau_{1} \delta_{j_{\alpha}^{\prime} j_{1}} C_{1 j_{1}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{1}\right) \delta_{j_{1}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right) & = \\
-J_{j_{\alpha} j_{\alpha}^{\prime}} \int_{0}^{\beta} d \tau_{1} C_{1 j_{\alpha}^{\prime}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{1}\right) C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right) & \equiv D_{1 a}\left(\alpha^{\prime} \mid \alpha\right), \tag{E.56}
\end{align*}
$$

symbolized by the diagram

$$
\begin{equation*}
D_{1 a}\left(\alpha^{\prime} \mid \alpha\right) \equiv \tau_{\alpha}^{\prime} \rightarrow \underset{j_{\alpha}^{\prime}}{\tau_{1}} \underset{j_{\alpha}}{\tau_{\alpha}} \tau_{\alpha}=-J_{j_{\alpha^{\prime}} j_{\alpha}} \int_{0}^{\beta} d \tau_{1} C_{1 j_{\alpha}^{\prime}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{1}\right) C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right), \tag{E.57}
\end{equation*}
$$

with a total weight $w\left[D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)\right]=D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)$.
For the second-order elements, there are three types of diagrams. The partitions of the form $C_{1}^{(0)} \otimes C_{1}^{(0)} \otimes C_{1}^{(0)}$ contribute with two cyclic terms and one disconnected. The cyclic ones are $C_{1}^{(0)}\left(\alpha^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid \alpha\right)$ and $C_{1}^{(0)}\left(\alpha^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid \alpha\right)$ yielding

$$
\begin{align*}
& \sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime} j_{1}} J_{j_{2}^{\prime} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1}^{(0)}\left(\alpha^{\prime} \mid 2\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid \alpha\right)= \\
& \sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime} j_{1}} J_{j_{2}^{\prime} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \delta_{j_{\alpha}^{\prime} j_{2}} C_{1 j_{2}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{2}\right) \delta_{j_{2}^{\prime} j_{1}} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) \delta_{j_{1}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right)= \\
& \sum_{j_{1}} J_{j_{\alpha}^{\prime} j_{1}} J_{j_{1} j_{\alpha}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1 j_{\alpha}^{\prime}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{2}\right) C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right) \equiv D_{2 a}\left(\alpha^{\prime} \mid \alpha\right), \tag{E.58}
\end{align*}
$$

with a diagrammatic representation
and $w\left[D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)\right]=\frac{2}{2!} D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)=D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)$ (taking into account the factor $\frac{1}{2!}$ from the power series of Eq. (E.51) and the mentioned multiplicity). The disconnected term is $C_{1}^{(0)}\left(\alpha^{\prime} \mid \alpha\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right)$. It generates

$$
\begin{align*}
& \sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime} j_{1}} J_{j_{2}^{\prime} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1}^{(0)}\left(\alpha^{\prime} \mid \alpha\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right)= \\
& \sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime} j_{1}} J_{j_{2}^{\prime} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \delta_{j_{\alpha}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{\alpha}\right) \delta_{j_{2}^{\prime} j_{1}} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) \delta_{j_{1}^{\prime} j_{2}} C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right)= \\
& \delta_{j_{\alpha}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{\alpha}\right) \times \sum_{j_{1} j_{2}} J_{j_{2} j_{1}} J_{j_{1} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) \equiv D_{2 b}\left(\alpha^{\prime} \mid \alpha\right), \tag{E.60}
\end{align*}
$$

where $D_{2 b}\left(\alpha^{\prime} \mid \alpha\right)=D_{0 a}\left(\alpha^{\prime} \mid \alpha\right) \times D_{2 a}$ is a product of two diagrams $D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)$ and $D_{2 a}$ (see Eqs. (E.55) and (E.34), respectively), given by

$$
\begin{equation*}
D_{2 b}\left(\alpha^{\prime} \mid \alpha\right) \equiv \underset{\tau_{\alpha}^{\prime} \rightarrow \underset{\substack{0 \\ j_{\alpha}^{\prime}=j_{\alpha}}}{\tau_{1} \wp_{1}} \tau_{2}^{j_{2}} \tau_{\alpha}}{j_{1}}=\delta_{j_{\alpha}^{\prime} j_{\alpha}} C_{1 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{\alpha}\right) \times \sum_{j_{1} j_{2}} J_{j_{2} j_{1}} J_{j_{1} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) \tag{E.61}
\end{equation*}
$$

and totalizing $w\left[D_{2 b}\left(\alpha^{\prime} \mid \alpha\right)\right]=\frac{1}{2} D_{2 b}\left(\alpha^{\prime} \mid \alpha\right)$. The remaining partitions are of the form $C_{2}^{(0)} \otimes C_{1}^{(0)}: C_{2}^{(0)}\left(\alpha^{\prime}, 2^{\prime} \mid 1, \alpha\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right)$ and $C_{2}^{(0)}\left(\alpha^{\prime}, 1^{\prime} \mid 2, \alpha\right) C_{1}^{(0)}\left(2^{\prime} \mid 1\right)$; they produce the same contribution

$$
\begin{align*}
& \sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime} j_{1}} J_{j_{2}^{\prime} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{2}^{(0)}\left(\alpha^{\prime}, 2^{\prime} \mid 1, \alpha\right) C_{1}^{(0)}\left(1^{\prime} \mid 2\right)= \\
& \sum_{j_{1}^{\prime} j_{2}^{\prime}, j_{1} j_{2}} J_{j_{1}^{\prime} j_{1}} J_{j_{2}^{\prime} j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \delta_{j_{\alpha}^{\prime} j_{\alpha}} \delta_{j_{2}^{\prime} j_{1}} \delta_{j_{2}^{\prime} j_{\alpha}} C_{2 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime}, \tau_{2} \mid \tau_{1}, \tau_{\alpha}\right) \delta_{j_{1}^{\prime} j_{2}} C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right)= \\
& \delta_{j_{\alpha}^{\prime} j_{\alpha}} \sum_{j_{2}} J_{j_{\alpha}^{\prime} j_{2}} J_{j_{2} j_{\alpha}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{2 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime}, \tau_{2} \mid \tau_{1}, \tau_{\alpha}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) \equiv D_{2 c}\left(\alpha^{\prime} \mid \alpha\right), \tag{E.62}
\end{align*}
$$

which is illustrated by

$$
\begin{equation*}
D_{2 c}\left(\alpha^{\prime} \mid \alpha\right) \equiv \underset{\tau_{\alpha}^{\prime}}{\tau_{1}{\underset{j}{\prime}=\mathcal{J}_{\alpha}^{\prime}=j_{1}=j_{\alpha}}_{\tau_{\alpha}}^{j_{2}} \tau_{2}}=\delta_{j_{\alpha}^{\prime} j_{\alpha}} \sum_{j_{2}} J_{j_{\alpha}^{\prime} j_{2}} J_{j_{2} j_{\alpha}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{2 j_{\alpha}}^{(0)}\left(\tau_{\alpha}^{\prime}, \tau_{2} \mid \tau_{1}, \tau_{\alpha}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right), \tag{E.63}
\end{equation*}
$$

with weight $w\left[D_{2 c}\left(\alpha^{\prime} \mid \alpha\right)\right]=\frac{1}{2} D_{2 c}\left(\alpha^{\prime} \mid \alpha\right)$. Therefore, the average in the numerator up to second order is

$$
\begin{align*}
& \left\langle\mathcal{T}\left[\mathcal{U}(\beta, 0) b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\rangle_{0}= \\
& =D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)+\frac{1}{2} D_{2 b}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 c}\left(\alpha^{\prime} \mid \alpha\right)+\mathcal{O}\left(J^{3}\right) \\
& =D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)+\frac{1}{2} D_{0 a}\left(\alpha^{\prime} \mid \alpha\right) \times D_{2 a}+D_{2 c}\left(\alpha^{\prime} \mid \alpha\right)+\mathcal{O}\left(J^{3}\right) \tag{E.64}
\end{align*}
$$

The combination of the Eqs. (E.64) and (E.41), numerator and denominator respectively, into Eq. (E.51) produces the one-particle Green's function

$$
\begin{align*}
& -G_{j_{\alpha} j_{\alpha}^{\prime}}\left(\tau_{\alpha}, \tau_{\alpha}^{\prime}\right)=\frac{\left\langle\mathcal{T}\left[\mathcal{U}(\beta, 0) b_{j_{\alpha}}\left(\tau_{\alpha}\right) b_{j_{\alpha}^{\prime}}^{\dagger}\left(\tau_{\alpha}^{\prime}\right)\right]\right\rangle_{0}}{\langle\mathcal{U}(\beta, 0)\rangle_{0}} \\
& =\frac{D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)+\frac{1}{2} D_{0 a}\left(\alpha^{\prime} \mid \alpha\right) \times D_{2 a}+D_{2 c}\left(\alpha^{\prime} \mid \alpha\right)+\mathcal{O}\left(J^{3}\right)}{1+\frac{1}{2} D_{2 a}+\mathcal{O}\left(J^{3}\right)} \\
& =D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)+\frac{1}{2} D_{0 a}\left(\alpha^{\prime} \mid \alpha\right) \times D_{2 a}+D_{2 c}\left(\alpha^{\prime} \mid \alpha\right) \\
& -\frac{1}{2} D_{0 a}\left(\alpha^{\prime} \mid \alpha\right) \times D_{2 a}+\mathcal{O}\left(J^{3}\right) \\
& =D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{2 c}\left(\alpha^{\prime} \mid \alpha\right)+\mathcal{O}\left(J^{3}\right), \tag{E.65}
\end{align*}
$$

where the disconnected term gets cancelled by the denominator contributions. The symbolic representation takes the form


These results are addressed by the following rules:

Rule 3 - Diagrammatic Expansion of the Green's Function
Rule (a): Draw all topologically inequivalent connected diagrams $D\left(\alpha^{\prime} \mid \alpha\right)$ with vertices linked by internal lines and two other external lines (one entering and one exiting a vertex) such that the number of lines entering each vertex equals the number of leaving ones.

Rule (b) : Label each line with an imaginary time variable and each vertex with a lattice vector. The entering and leaving external lines are labeled by $\tau_{\alpha}^{\prime}$ and $\tau_{\alpha}$, respectively; the corresponding vertices are identified by $j_{\alpha}^{\prime}$ and $j_{\alpha}$ (external vertices may coincide).

Rule (c): Same as (c)-(f) in Rule 1.
Rule (g): Same as in Rule 1, except that now the external variables remain fixed.

Rule (h): The two-point Green's function is obtained by the sum of the weights $w\left[D\left(\alpha^{\prime} \mid \alpha\right)\right]$ of all the previously diagrams:

$$
\begin{equation*}
G_{j_{\alpha} j_{\alpha}^{\prime}}\left(\tau_{\alpha}, \tau_{\alpha}^{\prime}\right)=-\sum_{D} w\left[D\left(\alpha^{\prime} \mid \alpha\right)\right] . \tag{E.66}
\end{equation*}
$$

## E. 6 Evaluation of the Free energy and Green's Function

In this section we provide an explicit evaluation of the free energy $\Omega$ and the one-particle Green's function $G$ using the previously described perturbative scheme. Our calculations encompass the first non-zero corrections around the atomic limit. Following the paper specifications, we consider hypercubic lattices described by a coordination number $z$; also, the hopping is chosen to be restricted to first neighbors, written as

$$
\begin{equation*}
J_{j_{\alpha}, j_{\beta}}=-\delta_{d\left(j_{\alpha}, j_{\beta}\right), 1} J, \tag{E.67}
\end{equation*}
$$

where $d\left(j_{\alpha}, j_{\beta}\right)$ is the distance between the sites $j_{\alpha}$ and $j_{\beta}$ in terms of the lattice spacing. Since our system is homogeneous, we can also drop the site index appearing in the cumulants. Collecting these observations, the cumulants, which are the main ingredients of the pertrubative expansion, can be directly evaluated. As an explicit example we calculate the first cumulant, defined by Eq. (E.29) as

$$
\begin{align*}
C_{1}^{(0)}\left(\tau^{\prime} \mid \tau\right) & =\left\langle\mathcal{T}\left[b^{\dagger}\left(\tau^{\prime}\right) b(\tau)\right]\right\rangle_{0} \\
& =\theta\left(\tau-\tau^{\prime}\right)\left\langle b(\tau) b^{\dagger}\left(\tau^{\prime}\right)\right\rangle_{0}+\theta\left(\tau^{\prime}-\tau\right)\left\langle b^{\dagger}\left(\tau^{\prime}\right) b(\tau)\right\rangle_{0} \tag{E.68}
\end{align*}
$$

The thermal averages in Eq. (E.68) are performed with respect to $H^{(0)}$, which is a sum of local operators of the form $H_{1}^{(0)}=\frac{U}{2} b^{\dagger} b^{\dagger} b b-\mu b^{\dagger} b$. Considering their number operator eigenvectors $|n\rangle$ and eigenvalues $E_{n}=\frac{U}{2} n(n-1)-\mu n$, the thermal averages
read as

$$
\begin{align*}
\left\langle b(\tau) b^{\dagger}\left(\tau^{\prime}\right)\right\rangle_{0} & =\left\langle e^{\tau H^{(0)}} b e^{-\tau H^{(0)}} e^{\tau^{\prime} H^{(0)}} b^{\dagger} e^{-\tau^{\prime} H^{(0)}}\right\rangle_{0} \\
& =\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty}\langle n| e^{\tau H_{1}^{(0)}} b e^{-\tau H_{1}^{(0)}} e^{\tau^{\prime} H_{1}^{(0)}} b^{\dagger} e^{-\tau^{\prime} H_{1}^{(0)}}|n\rangle e^{-\beta E_{n}} \\
& =\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty} e^{\tau E_{n}} \sqrt{n+1} e^{-\tau E_{n+1}} e^{\tau^{\prime} E_{n+1}} \sqrt{n+1} e^{-\tau^{\prime} E_{n}} e^{-\beta E_{n}} \\
& =\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty}(n+1) e^{\left(\tau-\tau^{\prime}\right)\left(E_{n}-E_{n+1}\right)} e^{-\beta E_{n}} \tag{E.69}
\end{align*}
$$

and

$$
\begin{align*}
\left\langle b^{\dagger}\left(\tau^{\prime}\right) b(\tau)\right\rangle_{0} & =\left\langle e^{\tau^{\prime} H^{(0)}} b^{\dagger} e^{-\tau^{\prime} H^{(0)}} e^{\tau H^{(0)}} b e^{-\tau H^{(0)}}\right\rangle_{0} \\
& =\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty}\langle n| e^{\tau^{\prime} H_{1}^{(0)}} b^{\dagger} e^{-\tau^{\prime} H_{1}^{(0)}} e^{\tau H_{1}^{(0)}} b e^{-\tau H_{1}^{(0)}}|n\rangle e^{-\beta E_{n}} \\
& =\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty} e^{\tau^{\prime} E_{n}} \sqrt{n} e^{-\tau^{\prime} E_{n-1}} e^{\tau E_{n-1}} \sqrt{n} e^{-\tau E_{n}} e^{-\beta E_{n}} \\
& =\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty} n e^{\left(\tau^{\prime}-\tau\right)\left(E_{n}-E_{n-1}\right)} e^{-\beta E_{n}}, \tag{E.70}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{Z}_{1}^{(0)}(T, \mu)=\sum_{n=0}^{\infty} e^{-\beta E_{n}} \tag{E.71}
\end{equation*}
$$

is the single-site partition function. Therefore, the substitution of Eqs. (E.69) and (E.70) into Eq. (E.68) yields
$\mathrm{C}_{1}^{(0)}\left(\tau^{\prime} \mid \tau\right)=\frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty}\left[\theta\left(\tau-\tau^{\prime}\right)(n+1) e^{\left(\tau-\tau^{\prime}\right)\left(E_{n}-E_{n+1}\right)}+\theta\left(\tau^{\prime}-\tau\right) n e^{\left(\tau^{\prime}-\tau\right)\left(E_{n}-E_{n-1}\right)}\right] e^{-\beta E_{n}}$.

## E. 7 The Free Energy

According to Eqs. (E.47) and (E.48) the first non-zero correction to the free energy is of second order in the hopping amplitude, given simply by the diagram $D_{2 a}$ as follows

$$
\begin{equation*}
\Omega=\Omega^{(0)}-k_{B} T\left(\frac{1}{2} D_{2 a}+\mathcal{O}\left(J^{3}\right)\right) \tag{E.73}
\end{equation*}
$$

Combining the homogeneity condition to the mentioned hopping choice, such diagram defined by Eq. (E.34) yields

$$
\begin{align*}
D_{2 a} & =\sum_{j_{1}, j_{2}} J_{j_{2}, j_{1}} J_{j_{1}, j_{2}} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1 j_{1}}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1 j_{2}}^{(0)}\left(\tau_{1} \mid \tau_{2}\right)  \tag{E.74}\\
& =\sum_{j_{1}, j_{2}} \delta_{d\left(j_{1}, j_{2}\right), 1} J^{2} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) \\
& =N_{s} z J^{2} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} C_{1}^{(0)}\left(\tau_{2} \mid \tau_{1}\right) C_{1}^{(0)}\left(\tau_{1} \mid \tau_{2}\right) \tag{E.75}
\end{align*}
$$

From the cumulant expression of Eq. (E.72), we derive

$$
\begin{align*}
D_{2 a}= & \frac{N_{s} z J^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n, m=0}^{\infty} e^{-\beta\left(E_{n}+E_{m}\right)} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2}\left[\theta\left(\tau_{1}-\tau_{2}\right)(n+1) m e^{\left(\tau_{1}-\tau_{2}\right)\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}\right. \\
& \left.+\theta\left(\tau_{2}-\tau_{1}\right) n(m+1) e^{\left(\tau_{2}-\tau_{1}\right)\left(E_{n}-E_{n-1}+E_{m}-E_{m+1}\right)}\right] \tag{E.76}
\end{align*}
$$

Also, the exchanges $n \longleftrightarrow m$ and $\tau_{1} \longleftrightarrow \tau_{2}$ in the second term simplify the previous result to

$$
\begin{align*}
D_{2 a} & =\frac{2 N_{s} z J^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n, m=0}^{\infty} e^{-\beta\left(E_{n}+E_{m}\right)} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\beta} d \tau_{2} \theta\left(\tau_{1}-\tau_{2}\right)(n+1) m e^{\left(\tau_{1}-\tau_{2}\right)\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)} \\
& =\frac{2 N_{s} z J^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n, m=0}^{\infty} e^{-\beta\left(E_{n}+E_{m}\right)} \int_{0}^{\beta} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2}(n+1) m e^{\left(\tau_{1}-\tau_{2}\right)\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)} . \tag{E.77}
\end{align*}
$$

If $m \neq n+1$ ( or $E_{n}-E_{n+1}+E_{m}-E_{m-1} \neq 0$ ), integration over the imaginary-time variables provides

$$
\begin{align*}
& \int_{0}^{\beta} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} e^{\left(\tau_{1}-\tau_{2}\right)\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}= \\
& =\int_{0}^{\beta} d \tau_{1} \frac{1}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}\left[e^{\tau_{1}\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}-1\right] \\
& =\frac{1}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}\left[\frac{e^{\beta\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}-1}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}-\beta\right] \tag{E.78}
\end{align*}
$$

On the other hand, for $m=n+1$ ( or $E_{n}-E_{n+1}+E_{m}-E_{m-1}=0$ ) we deduce

$$
\begin{equation*}
\int_{0}^{\beta} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} e^{\left(\tau_{1}-\tau_{2}\right)\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}=\int_{0}^{\beta} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} 1=\int_{0}^{\beta} d \tau_{1} \tau_{1}=\frac{\beta^{2}}{2} \tag{E.79}
\end{equation*}
$$

Including both Eqs. (E.78) and (E.79) into Eq. (E.77), the diagram $D_{2 a}$ can be written as

$$
\begin{align*}
D_{2 a}= & \frac{2 N_{s} z J^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{m \neq n+1} \frac{(n+1) m e^{-\beta\left(E_{n}+E_{m}\right)}}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}\left[\frac{e^{\beta\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}-1}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}-\beta\right] \\
& +\frac{N_{s} z J^{2} \beta^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n}(n+1)^{2} e^{-\beta\left(E_{n}+E_{n+1}\right)}, \tag{E.80}
\end{align*}
$$

where the first summation excludes the terms $m=n+1$. Finally, the free energy of Eq. (E.73) becomes

$$
\begin{align*}
\Omega= & \Omega^{(0)}-\frac{N_{s} z J^{2}}{\beta\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{m \neq n+1} \frac{(n+1) m e^{-\beta\left(E_{n}+E_{m}\right)}}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}\left[\frac{e^{\beta\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}-1}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}-\beta\right] \\
& -\frac{N_{s} z J^{2} \beta}{2\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n}(n+1)^{2} e^{-\beta\left(E_{n}+E_{n+1}\right)}+\mathcal{O}\left(J^{4}\right) . \tag{E.81}
\end{align*}
$$

Note that the third-order term is identically zero since the hopping is restricted to first neighbors in a hypercubic lattice; therefore, the next non-zero correction is proportional to $J^{4}$.

## E. 8 The Green's Function and the atom-atom Correlation Funcion

The one-particle Green's function of Eq. (E.65) up to the first order is obtained by the sum of two diagrams

$$
\begin{equation*}
G_{j_{\alpha} j_{\alpha}^{\prime}}\left(\tau_{\alpha}, \tau_{\alpha}^{\prime}\right)=D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)+D_{1 a}\left(\alpha^{\prime} \mid \alpha\right)+\mathcal{O}\left(J^{2}\right) \tag{E.82}
\end{equation*}
$$

The zeroth-order contribution is purely local, as Eq. (E.55) reveals

$$
\begin{align*}
D_{0 a}\left(\alpha^{\prime} \mid \alpha\right)= & \delta_{j_{\alpha}^{\prime} j_{\alpha}} C_{1}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{\alpha}\right) \\
= & \delta_{j_{\alpha}^{\prime} j_{\alpha}} \frac{1}{\mathcal{Z}_{1}^{(0)}} \sum_{n=0}^{\infty}\left[\theta\left(\tau_{\alpha}-\tau_{\alpha}^{\prime}\right)(n+1) e^{\left(\tau_{\alpha}-\tau_{\alpha}^{\prime}\right)\left(E_{n}-E_{n+1}\right)}\right. \\
& \left.+\theta\left(\tau_{\alpha}^{\prime}-\tau_{\alpha}\right) n e^{\left(\tau_{\alpha}^{\prime}-\tau_{\alpha}\right)\left(E_{n}-E_{n-1}\right)}\right] e^{-\beta E_{n}} \tag{E.83}
\end{align*}
$$

The first-order term is determined by Eq. (E.57), related to a contribution of the first neighbors according to

$$
\begin{align*}
D_{1 a}\left(\alpha^{\prime} \mid \alpha\right) & =J_{j_{\alpha} j_{\alpha}^{\prime}} \int_{0}^{\beta} d \tau_{1} C_{1 j_{\alpha}^{\prime}}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{1}\right) C_{1 j_{\alpha}}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right) \\
& =-\delta_{d\left(j_{\alpha}, j_{\beta}\right), 1} J \int_{0}^{\beta} d \tau_{1} C_{1}^{(0)}\left(\tau_{\alpha}^{\prime} \mid \tau_{1}\right) C_{1}^{(0)}\left(\tau_{1} \mid \tau_{\alpha}\right) \tag{E.84}
\end{align*}
$$

As the main text discusses, from the two-point Green's function we extract the atomatom correlations $\mathcal{C}_{j_{\alpha}^{\prime} j_{\alpha}}=-G_{j_{\alpha} j_{\alpha}^{\prime}}\left(0,0^{+}\right)$. If we consider $j_{\alpha}^{\prime}$ and $j_{\alpha}$ first neighbors, then $\delta_{j_{\alpha}^{\prime} j_{\alpha}}=1$ and we symbolyze the correlation under these circumstances simply as $\mathcal{C}$. Hence Eqs. (E.82)-(E.84) imply

$$
\begin{equation*}
\mathcal{C}=J \int_{0}^{\beta} d \tau_{1} C_{1}^{(0)}\left(0^{+} \mid \tau_{1}\right) C_{1}^{(0)}\left(\tau_{1} \mid 0\right)+\mathcal{O}\left(J^{3}\right) \tag{E.85}
\end{equation*}
$$

By carrying out the imaginary-time integral, the atom-atom correlation function between first neighbors reads as

$$
\begin{align*}
\mathcal{C}= & \frac{J}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n, m} e^{-\beta\left(E_{n}+E_{m}\right)} \int_{0}^{\beta} d \tau_{1}(n+1) m e^{\tau_{1}\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}+\mathcal{O}\left(J^{3}\right) \\
= & \frac{2 J}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{m \neq n+1} \frac{(n+1) m e^{-\beta\left(E_{n}+E_{m}\right)}}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}\left[\frac{e^{\beta\left(E_{n}-E_{n+1}+E_{m}-E_{m-1}\right)}-1}{E_{n}-E_{n+1}+E_{m}-E_{m-1}}-\beta\right] \\
& +\frac{J \beta^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}} \sum_{n}(n+1)^{2} e^{-\beta\left(E_{n}+E_{n+1}\right)}+\mathcal{O}\left(J^{3}\right) . \tag{E.86}
\end{align*}
$$

## Appendix F

## Decomposition of the Specific Heat, Spectral Functions and Correlations

## F. 1 Decomposition of the Specific Heat

In the following, we demonstrate the decomposition of the specific heat capacity shown in Eq. (4.9). We explore its extensive related function, the heat capacity $C$. In general terms, the heat capacity accounts for fluctuations in energy with respect to its mean value according to

$$
\begin{equation*}
C=-T\left(\frac{\partial^{2} \Omega}{\partial T^{2}}\right)=\beta^{2}\left(\left\langle E^{2}\right\rangle-\langle E\rangle^{2}\right) . \tag{F.1}
\end{equation*}
$$

The fluctuations around the mean value $(\delta E)^{2}=\left\langle E^{2}\right\rangle-\langle E\rangle^{2}$ are explicitly determined by the averages

$$
\begin{equation*}
\left\langle E^{2}\right\rangle=\frac{1}{\mathcal{Z}} \sum_{n} E_{n}^{2} e^{-\beta E_{n}} \tag{F.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle E\rangle^{2}=\frac{1}{\mathcal{Z}^{2}} \sum_{n, m} E_{n} E_{m} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{F.3}
\end{equation*}
$$

Appendix F. Decomposition of the Specific Heat, Spectral Functions and Correlations
where

$$
\begin{equation*}
\mathcal{Z}=\sum_{n} e^{-\beta E_{n}} \tag{F.4}
\end{equation*}
$$

is the partition function. Alternatively, it is possible to express Eq. (F.2) in the form

$$
\begin{align*}
\left\langle E^{2}\right\rangle & =\left(\frac{1}{\mathcal{Z}} \sum_{n} E_{n}^{2} e^{-\beta E_{n}}\right) \times\left(\frac{1}{\mathcal{Z}} \sum_{m} e^{-\beta E_{m}}\right) \\
& =\frac{1}{\mathcal{Z}^{2}} \sum_{n, m} E_{n}^{2} e^{-\beta\left(E_{n}+E_{m}\right)}, \tag{F.5}
\end{align*}
$$

which allows us to write the heat capacity according to

$$
\begin{equation*}
C=k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n, m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \tag{F.6}
\end{equation*}
$$

Since the terms $n=m$ are zero, we separate the sum into two parts

$$
\begin{align*}
C= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \\
& +k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n>m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \tag{F.7}
\end{align*}
$$

By exchanging the labels $n \rightarrow m$ and $m \rightarrow n$ in the second term, we obtain

$$
\begin{align*}
C= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \\
& +k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{m>n}\left(E_{m}^{2}-E_{m} E_{n}\right) e^{-\beta\left(E_{m}+E_{n}\right)} \\
= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}^{2}-E_{n} E_{m}+E_{m}^{2}-E_{m} E_{n}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \\
= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}-E_{m}\right)^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{F.8}
\end{align*}
$$

Such decomposition impels us to define a partial specific heat $c^{(n, m)}$, which describes the fluctuations between the energy levels $m$ and $n$

$$
\begin{equation*}
C^{(n, m)}=k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}}\left(E_{n}-E_{m}\right)^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{F.9}
\end{equation*}
$$

Therefore, the heat capacity becomes simply the sum of the defined partial components

$$
\begin{equation*}
C=\sum_{n<m} C^{(n, m)} \tag{F.10}
\end{equation*}
$$

This result enables us to analyze and filter which energy level transitions are relevant to the specific heat behavior.

## F. 2 Spectral Function in the Atomic Limit

For $J=0$, the local one-particle Green's function in Matsubara space is given by

$$
G^{(0)}\left(i \omega_{n}\right) \frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \frac{\langle n| b|m\rangle\langle m| b^{\dagger}|n\rangle}{i \omega_{n}+E_{n}-E_{m}}\left(e^{-\beta E_{n}}-e^{-\beta E_{m}}\right),
$$

when expressed using the Lehmann representation [114]. For interpretation purposes, this can be decomposed into particle and hole excitation branches [164] according to

$$
\begin{equation*}
G^{(0)}\left(i \omega_{n}\right)=G_{p}^{(0)}\left(i \omega_{n}\right)+G_{h}^{(0)}\left(i \omega_{n}\right) \tag{F.11}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{p}^{(0)}\left(i \omega_{n}\right)=\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \frac{\langle n| b|m\rangle\langle m| b^{\dagger}|n\rangle}{i \omega_{n}+E_{n}-E_{m}} e^{-\beta E_{n}} \tag{F.12}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{h}^{(0)}\left(i \omega_{n}\right)=\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \frac{\langle m| b|n\rangle\langle n| b^{\dagger}|m\rangle}{i \omega_{n}+E_{m}-E_{n}} e^{-\beta E_{n}} \tag{F.13}
\end{equation*}
$$
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By analytical continuation, we determine the retarded Green's function $G_{R}^{(0)}(\omega)=$ $G^{(0)}(\omega+i \eta)$, with $\eta \rightarrow 0^{+}$. Also, the definition of the local spectral function of Eq. (4.10) implies

$$
\begin{aligned}
A(\omega)= & -\frac{1}{\pi} \Im\left[G_{R}^{(0)}(\omega)\right] \\
= & \left.\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \delta\left(\omega-\Delta E_{n \rightarrow m}\right)|\langle n| b| m\right\rangle\left.\right|^{2} e^{-\beta E_{n}} \\
& \left.-\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \delta\left(\omega-\Delta E_{n \rightarrow m}\right)|\langle m| b| n\right\rangle\left.\right|^{2} e^{-\beta E_{n}},
\end{aligned}
$$

as a consequence of the limit

$$
\begin{equation*}
\lim _{\eta \rightarrow 0^{+}} \frac{1}{(\omega-\Delta E)+i \eta}=-\pi \delta(\omega-\Delta E) \tag{F.14}
\end{equation*}
$$

The explicit evaluation of the previous matrix elements yields

$$
\begin{align*}
A^{(0)}(\omega)= & \frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n \rightarrow n+1}\right)(n+1) e^{-\beta E_{n}} \\
& -\frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n-1 \rightarrow n}\right) n e^{-\beta E_{n}} \tag{F.15}
\end{align*}
$$

which shows the atomic limit spectral function as a collection delta functions at the consecutive transitions $|n\rangle \rightarrow|n+1\rangle$. This analysis makes explicit that the negative sign contributions of $A$ comes from the hole excitation branch.

## F. 3 Correlations and free energy

In Subsec. 4.2 we presented how the free energy can be obtained from the atomatom correlation function according to Eq. (4.19). In order to demonstrate this relation, we parametrize the system's Hamiltonian in the form $H^{(\lambda)}=H^{(0)}+\lambda \mathcal{H}$ according to Eqs. (4.16) and (4.17), interpolating the atomic limit $H^{(0)}$ and the original Hamiltonian $H^{(\lambda)}$ as $\lambda$ continuously varies between 0 and 1 .

The corresponding partition function is given by the trace

$$
\begin{equation*}
\mathcal{Z}^{(\lambda)}=\operatorname{Tr}\left[e^{-\beta H^{(\lambda)}}\right], \tag{F.16}
\end{equation*}
$$

from which we extract the free energy

$$
\begin{equation*}
\Omega^{(\lambda)}=-\frac{1}{\beta} \ln \mathcal{Z}^{(\lambda)} \tag{F.17}
\end{equation*}
$$

The derivative of $\Omega^{(\lambda)}$ with respect to $\lambda$ provides

$$
\begin{align*}
\frac{d \Omega^{(\lambda)}}{d \lambda} & =-\frac{1}{\beta} \frac{\operatorname{Tr}\left[(-\beta \mathcal{H}) e^{-\beta H^{(\lambda)}}\right]}{\operatorname{Tr}\left[e^{-\beta H^{(\lambda)}}\right]} \\
& =\frac{\operatorname{Tr}\left[\mathcal{H} e^{-\beta H^{(\lambda)}}\right]}{\operatorname{Tr}\left[e^{-\beta H^{(\lambda)}}\right]}=\langle\mathcal{H}\rangle_{\lambda} \tag{F.18}
\end{align*}
$$

On the other hand, the free energy variation follows immediately from the integration

$$
\begin{equation*}
\int_{0}^{1} \frac{d \Omega^{(\lambda)}}{d \lambda} d \lambda=\Omega-\Omega^{(0)}=\Delta \Omega \tag{F.19}
\end{equation*}
$$

because $\Omega^{(1)}=\Omega$. By using the results of Eq. (F.18) into Eq. (F.19), we get

$$
\begin{equation*}
\Delta \Omega=\int_{0}^{1}\langle\mathcal{H}\rangle_{\lambda} d \lambda \tag{F.20}
\end{equation*}
$$

Furthermore, the expression for the tunneling term $\mathcal{H}$ of Eq. (??) yields

$$
\begin{align*}
\Delta \Omega & =-J \sum_{\langle i, j\rangle} \int_{0}^{1}\left\langle b_{i}^{\dagger} b_{j}\right\rangle_{\lambda} d \lambda \\
& =-J \sum_{\langle i, j\rangle} \int_{0}^{1} \mathcal{C}_{i j}^{(\lambda)} d \lambda \tag{F.21}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{i j}^{(\lambda)}=\left\langle b_{i}^{\dagger} b_{j}\right\rangle_{\lambda} \tag{F.22}
\end{equation*}
$$
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is the correlation function considering first neighbors $i$ and $j$, evaluated through a thermal average at a hopping $\lambda J$. For a homogeneous system the summation over all first neighbors yields $z N_{s}$, simplifying Eq. (F.21) to

$$
\begin{equation*}
\Delta \Omega=-z J N_{s} \int_{0}^{1} \mathcal{C}^{(\lambda)} d \lambda \tag{F.23}
\end{equation*}
$$
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#### Abstract

The pressure versus temperature phase diagram of a system of particles interacting through a multiscale shoulder-like potential is exactly computed in one dimension. The $N$-shoulder potential exhibits $N$ density anomaly regions in the phase diagram if the length scales can be connected by a convex curve. The result is analyzed in terms of the convexity of the Gibbs free energy.
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## 1 Introduction

The phase behavior of single-component systems considered as particles interacting via the so-called coresoftened (CS) potential has received attention since the work of Hemmer and Stell [1]. These potentials exhibit a repulsive core with a softened region having a shoulder or a ramp [1-12]. These models are motivated by the desire to construct a simple two-body isotropic potential capable of describing the complicated features of systems interacting via isotropic potentials. This procedure generates models that are analytically and computationally tractable, and that one hopes are capable of retaining the qualitative features of real complex systems.

The physical motivation behind these studies is the recently acknowledged possibility that some singlecomponent systems exhibit the coexistence of two different liquid phases $[1,2,6]$. This has opened a discussion about the relationship among the presence of two liquid phases, the existence of thermodynamic anomalies in the liquids, and the form of the potential. The case of water has probably been the most intensively studied. For instance, liquid water has a temperature at

[^4]which the density is maximum at constant pressure [13]. It was proposed some time ago that the temperature of maximum density (TMD) might be associated with a critical point at the terminus of a liquid-liquid phase transition [14]. This hypothesis has been supported by simulations $[14,15]$ and experiments $[16,17]$.
The natural question that follows is whether a CS potential with two length scales will have one region in the pressure versus temperature phase diagram in which the density is anomalous and a liquid-liquid phase transition is present, and one with three length scales will have two TMD lines. To address this question, in this paper, we present an exact solution of a system of particles interacting through a multi-length-scale potential. Our analysis, even though it is restricted to one dimension, shows that the TMD lines are associated with the presence of liquid-liquid critical points. The existence of both various TMD lines and critical points depends on the shape of the pair interaction potential. If the length scales can be connected by a convex curve, multiple TMDs are present; otherwise, they are absent.

The rest of the paper is structured as follows. In Section 2, the exact solution is presented and applied to the one-shoulder, two-shoulder, and multiple-shoulder potentials. In Section 3, the analytic solution is applied to the lattice version of the model. Conclusions are presented in Section 4.

## 2 Analytic solution

We consider a one-dimensional system composed of a set of identical classical particles of mass $m$ that interact only with their nearest neighbors. As the problem is treated using classical mechanics, we can assign to the particles moving on this line the positions $\boldsymbol{q}=\left(q_{1}, \ldots, q_{N}\right)$ and linear momenta $\boldsymbol{p}=\left(p_{1}, \ldots, p_{N}\right)$. The time evolution is described by the Hamiltonian

$$
\begin{equation*}
\mathscr{H}(\boldsymbol{q}, \boldsymbol{p})=\frac{\boldsymbol{p}^{2}}{2 m}+U(\boldsymbol{q}) \tag{1}
\end{equation*}
$$

where $U$ is the total potential energy. In addition, we suppose that interaction occurs among adjacent pairs through a potential $\Phi$ that is translationally invariant; $U$ is then expressed as

$$
\begin{equation*}
U(\boldsymbol{q})=\sum_{i=1}^{N-1} \Phi\left(q_{i+1}-q_{i}\right) \tag{2}
\end{equation*}
$$

where $\Phi\left(q_{i+1}-q_{i}\right)$ is the potential energy between two particles.

The pressure ensemble corresponds to a system in thermodynamic equilibrium with heat and volume reservoirs, which fix the temperature $\beta^{-1}=k_{B} T$ and pressure $p$. A simplified expression for the partition function $J$ is given by $[18,19]$

$$
\begin{equation*}
J(T, p, N)=\frac{1}{(\beta p)^{2} \Lambda_{0} \Lambda^{N}}\left(\int_{0}^{\infty} \mathrm{e}^{-\beta[\Phi(r)+p r]} \mathrm{d} r\right)^{N-1} \tag{3}
\end{equation*}
$$

where $\beta=1 /\left(k_{B} T\right), \Lambda_{0}$ is a constant with dimensions of length, and $\Lambda$ is the de Broglie thermal wavelength, namely,

$$
\begin{equation*}
\Lambda(T)=\left(\frac{h^{2}}{2 \pi m k_{B} T}\right)^{1 / 2} \tag{4}
\end{equation*}
$$

In the thermodynamic limit, where $N \rightarrow \infty$, the Gibbs
free energy per particle is then expressed as

$$
\begin{align*}
g(T, p) & =-k_{B} T \lim _{N \rightarrow \infty} \frac{1}{N} \log J \\
& =-\frac{1}{\beta} \log \frac{1}{\Lambda}\left(\int_{0}^{\infty} \mathrm{e}^{-\beta[\Phi(r)+p r]} \mathrm{d} r\right) \tag{5}
\end{align*}
$$

From this fundamental equation follows the equation of state,

$$
\begin{align*}
v(T, p) & =\frac{\partial g(T, p)}{\partial p} \\
\rho(T, p) & =\frac{1}{v(T, p)} \tag{6}
\end{align*}
$$

allowing us to map the behavior of the isobaric thermal expansion coefficient given by

$$
\begin{equation*}
\alpha(T, p)=\frac{1}{v}\left(\frac{\partial v}{\partial T}\right)_{p} \tag{7}
\end{equation*}
$$

## 3 Continuous potentials

### 3.1 One-shoulder pair potential

We begin by analyzing the simplest two-length scale potential $\Phi$ :

$$
\Phi(r)= \begin{cases}\infty, & r<\lambda_{0}  \tag{8}\\ V_{0}, & \lambda_{0} \leq r<\lambda_{1} \\ V_{1}, & \lambda_{1} \leq r\end{cases}
$$

Figure 1(a) shows the interparticle potential energy, $\Phi^{*}=\Phi / V_{0}$, versus the distance between particles, $r^{*}=$ $r / \lambda_{0}$, where $V_{1}=0, \lambda_{0}<\lambda_{1}<2 \lambda_{0}$, and $\lambda_{1}^{*}=\lambda_{1} / \lambda_{0}$. For these reduced units, the Gibbs free energy in Eq. (5)




Fig. 1 (a) Pair potential $\Phi^{*}=\Phi / V_{0}$ versus $r^{*}=r / \lambda_{0}$, (b) pressure versus temperature, and (c) thermal expansion coefficient versus pressure for $\lambda_{1}^{*}=\lambda_{1} / \lambda_{0}$.
assumes the form

$$
\begin{align*}
g^{*}(T, p) \equiv & \frac{g(T, p)}{V_{0}} \\
= & -T^{*} \log \frac{T^{*}}{\Lambda^{*} p^{*}}\left[\mathrm{e}^{-\left(1+p^{*}\right) / T^{*}}-\mathrm{e}^{-\left(1+\lambda_{1}^{*} p^{*}\right) / T^{*}}\right. \\
& \left.+\mathrm{e}^{-\left(V_{1}^{*}+\lambda_{1}^{*} p^{*}\right)}\right] \tag{9}
\end{align*}
$$

where the temperature, pressure, and thermal wavelength in reduced units are given by $T^{*}=k_{B} T / V_{0}$, $p^{*}=p \lambda_{0} / V_{0}$, and $\Lambda^{*}=\Lambda / \lambda_{0}$, respectively, and the potential parameters are $\lambda_{1}^{*}=\lambda_{1} / \lambda_{0}$ and $V_{1}^{*}=V_{1} / V_{0}$.

The density versus temperature plot for a fixed pressure reveals the temperature at which the density is maximum. For different pressures, this maximum occurs at different temperatures, as illustrated in Fig. 1(b). The intuitive idea behind this is that competition between the two length scales in the potential generates a density maximum if both scales are accessible to the system [2024]. The anomaly then manifests itself when the system passes from a less dense structure associated with the scale $\lambda_{1}$ to a more compact one associated with $\lambda_{0}$ when the temperature is increased at a fixed pressure. Furthermore, the response function $\alpha$, shown in Fig. 1(c), not only changes sign, indicating the presence of a density anomaly region in the pressure versus temperature phase diagram, but also diverges as $T \rightarrow 0$, a behavior that is generally related to the presence of criticality [23].

One-dimensional systems with finite-range interactions, such as the model we are analyzing, obviously exhibit phase transitions only at $T=0$. The temperature destroys any attempt at ordering. Indeed, Takahashi's solution [18], which is illustrated in Eq. (3), does not violate this principle.

Let us analyze, therefore, the zero-temperature phase transitions in order to establish a relationship with the density anomaly regions. First, let us fix $p>0$. The leading behavior of $g(T, p)$ depends essentially on the argument of its exponentials in Eq. (9). In this case, the condition $\lambda_{1}>\lambda_{0}$ implies $V_{0}+\lambda_{0} p<V_{0}+\lambda_{1} p$ for every
$p>0$; consequently,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} g=-\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \left[\mathrm{e}^{-\beta\left(V_{0}+\lambda_{0} p\right)}+\mathrm{e}^{-\beta\left(V_{1}+\lambda_{1} p\right)}\right] . \tag{10}
\end{equation*}
$$

Hence, this limit is determined by the straight lines $\eta_{0}(p)=V_{0}+\lambda_{0} p$ and $\eta_{1}(p)=V_{1}+\lambda_{1} p$ of smallest value at a particular pressure $p$, as shown in Fig. 2(a). By defining their intersection as

$$
\begin{equation*}
p_{01}=\frac{V_{0}-V_{1}}{\lambda_{1}-\lambda_{0}} \tag{11}
\end{equation*}
$$

we can express $g=g(p)$ in this regime, as illustrated in Fig. 2(a), as

$$
g(p)= \begin{cases}-\infty, & p=0  \tag{12}\\ V_{1}+\lambda_{1} p, & 0<p<p_{01} \\ V_{0}+\lambda_{0} p, & p_{01}<p\end{cases}
$$

In the ground state, $g(p)$, despite its well-defined concavity, as a function of $p$ exhibits singularities at the origin $(p=0)$ and at $p=p_{01}$. At $p=p_{01}$, the system undergoes a discontinuous phase transition in which the high-density phase, $v=\lambda_{0}$, associated with the length scale $\lambda_{0}$ coexists with the low-density phase, $v=\lambda_{1}$, associated with $\lambda_{1}$, according to Fig. 2(b). This suggests a mechanism for the density anomaly. Its origin should be related to the phase separation at $T=0$. The system at zero temperature and $p_{01}$ has two coexisting phases. As the temperature increases, the competition between these two phases give rise to the density anomaly.

We can extend this analysis and look for a connection between the interaction potential $\Phi$ and the thermodynamic anomaly. This can be approached through the expected value $\langle\Phi\rangle$, which is defined for equilibrium states as the probability measure of the pressure ensemble and expressed as
$\langle\Phi\rangle=u-\frac{1}{2} k_{B} T$.


Fig. 2 (a) Gibbs free energy $g$ as a function of the pressure $p$ for $T=0$ (solid line; the singularity at $p=0$ was omitted); the coexistence pressure $p_{01}$ is just the intersection of $\eta_{0}$ and $\eta_{1}$. (b) Specific volume $v$ versus $p$ follows from the slopes of these lines. (c) Internal energy representation of the same system.

Hence, for $T \rightarrow 0$, the expected value of the potential coincides with the internal energy of the system. This result allows us to employ the internal energy representation $u=u(v)$ instead of the Gibbs representation. By performing the Legendre transformation ${ }^{1)}$ between the conjugate variables $(v,-p)$, we obtain the energy

$$
\begin{equation*}
u(v)=\sup _{p}\{g(p)-p v\} . \tag{14}
\end{equation*}
$$

Figure 2(c) shows the energy versus the pressure; as expected, the internal energy is a convex function of its argument, whereas its magnitude is the slope of the coexistence pressure $p_{01}$.

### 3.2 Two-shoulder pair potential

Next, we explore the possibility that there are two regions in the pressure versus temperature phase diagram where a density anomaly and criticality appear as the system interacts through a potential with three length scales. When another scale of interaction is added, the interaction potential $\Phi$ is given by

$$
\Phi(r)= \begin{cases}\infty, & r<\lambda_{0}  \tag{15}\\ V_{0}, & \lambda_{0} \leq r<\lambda_{1} \\ V_{1}, & \lambda_{1} \leq r<\lambda_{2} \\ V_{2}, & \lambda_{2} \leq r\end{cases}
$$

where $V_{2}=0$, and $\lambda_{0}<\lambda_{1}<\lambda_{2}<2 \lambda_{0}$, as shown in Fig. 3.

Then, the Gibbs fundamental equation [Eq. (5)] of this system is expressed as

$$
\begin{align*}
g(\beta, p)= & -\frac{1}{\beta} \log \frac{1}{\Lambda \beta p}\left[\mathrm{e}^{-\beta\left(V_{0}+\lambda_{0} p\right)}-\mathrm{e}^{-\beta\left(V_{0}+\lambda_{1} p\right)}\right. \\
& \left.+\mathrm{e}^{-\beta\left(V_{1}+\lambda_{1} p\right)}-\mathrm{e}^{-\beta\left(V_{1}+\lambda_{2} p\right)}+\mathrm{e}^{-\beta\left(V_{2}+\lambda_{2} p\right)}\right] \tag{16}
\end{align*}
$$



Fig. 3 Pair potential versus distance with three length scales.

[^5]It is reasonable to expect that the inclusion of a new scale of interaction allows for the occurrence of a new density anomaly region in the phase diagram. However, Fig. 4 shows that, depending on the choice of parameters, the system exhibits just one or two density anomaly regions in the pressure versus temperature phase diagram. The origin of this behavior can be understood if we analyze the ground-state phase transitions, which are precursors of density anomalies, as seen in the former section. First, take $p>0$; then the zero-temperature Gibbs free energy is given by

$$
\begin{align*}
\lim _{\beta \rightarrow \infty} g= & -\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \left[\mathrm{e}^{-\beta\left(V_{0}+\lambda_{0} p\right)}+\mathrm{e}^{-\beta\left(V_{1}+\lambda_{1} p\right)}\right. \\
& \left.+\mathrm{e}^{-\beta\left(V_{2}+\lambda_{2} p\right)}\right] \tag{17}
\end{align*}
$$

The zero-temperature Gibbs free energy is determined by the smallest value among the straight lines $\eta_{0}(p)=$ $V_{0}+\lambda_{0} p, \eta_{1}(p)=V_{1}+\lambda_{1} p$, and $\eta_{2}(p)=V_{2}+\lambda_{2} p$ for a particular pressure $p$. If we define their intersections as

$$
p_{01}=\frac{V_{0}-V_{1}}{\lambda_{1}-\lambda_{0}}, \quad p_{02}=\frac{V_{0}-V_{2}}{\lambda_{2}-\lambda_{0}}
$$

and

$$
\begin{equation*}
p_{12}=\frac{V_{1}-V_{2}}{\lambda_{2}-\lambda_{1}} \tag{18}
\end{equation*}
$$

two possible scenarios arise: $p_{01} \leq p_{12}$ or $p_{01}>p_{12}$ (a consequence of the restrictions $\lambda_{0}<\lambda_{1}<\lambda_{2}$ ). It follows that $g=g(p)$ in this regime [see Figure 5(a) and 5(b)] assumes the form

$$
g(p)= \begin{cases}-\infty, & p=0  \tag{19}\\ V_{2}+\lambda_{2} p, & 0<p<p_{02} \\ V_{0}+\lambda_{0} p, & p_{02}<p\end{cases}
$$

if $p_{01} \leq p_{12}$, or the form

$$
g(p)= \begin{cases}-\infty, & p=0  \tag{20}\\ V_{2}+\lambda_{2} p, & 0<p<p_{12} \\ V_{1}+\lambda_{1} p, & p_{12}<p<p_{01} \\ V_{0}+\lambda_{0} p, & p_{01}<p\end{cases}
$$

if $p_{01}>p_{12}$. Therefore, the phase diagram shows only one density anomaly region in the pressure versus temperature phase diagram in the first case and two density anomaly regions in the second case.

To visualize the energetic conditions for the existence of one or two density anomaly regions in the pressure versus temperature phase diagram, the behavior of $\Phi$ at $T=0$ is analyzed. Eq. (13) shows that at $T=0$, $\Phi=u(v)$. Therefore, in Fig. 4(a), the slopes of the lines joining the points $\left(\lambda_{0}, V_{0}\right),\left(\lambda_{1}, V_{1}\right)$, and $\left(\lambda_{2}, V_{2}\right)$ are equal in magnitude to the coexistence pressures defined by Eq. (18). The condition $p_{01}>p_{12}$, illustrated


Fig. 4 Potential $\Phi$ versus $r$ for $\lambda_{2}=1.8, \lambda_{1}=27 / 20, \lambda_{0}=1, V_{1}=7 / 16$, and and $V_{0}=1$ (a) and $\lambda_{2}=1.8, \lambda_{1}=1.6$, $\lambda_{0}=1, V_{1}=0.75$, and $V_{0}=1$ (d). The corresponding phase diagrams exhibiting the density anomaly states are shown in (b) and (e), respectively. The divergence of the response function $\alpha$ at the critical pressures as the system approaches $T=0$, as well as its sign change, are shown in (c) and (f), respectively.
in Fig. 4(b), permits all scales to be accessible inasmuch as it generates a convex $u$ (phases of lower volume coexist at a pressure higher than phases of higher volume; translating this idea to our notation, stability requires $p_{01}>p_{12}$ for $\lambda_{0}<\lambda_{1}<\lambda_{2}$ ). Thus, the transitions 01 and 12 are allowed. Consequently, the thermal expansion coefficient shown in Fig. 4(c) exhibits two regions with divergence as $T \rightarrow 0$. On the other hand, if $\Phi$ versus distance behaves as shown in Fig. 4(d), $p_{01} \leq p_{12}$. The length scale, $\left(\lambda_{1}, V_{1}\right)$, becomes inaccessible because its location implies a nonconvex $u$ as a function of the specific volume. The system then coexists only in phases 0 and 2, as illustrated in Fig. 4(e). In this case, the di-
vergence of the thermal expansion coefficient is similar to that in the system with two length scales, as shown in Fig. 4(f).
We can easily identify, for $T=0$, whether the system has one or two density anomaly regions in the pressure versus temperature phase diagram by using the following geometric picture. First, we draw one straight line connecting $\left(\lambda_{0}, V_{0}\right)$ and ( $\lambda_{1}, V_{1}$ ) and another straight line connecting $\left(\lambda_{1}, V_{1}\right)$ and $\left(\lambda_{2}, V_{2}\right)$ in the potentials illustrated in Figs. 5(a) and (e). In Fig. 5(a), the two lines together form a convex curve, and two density anomaly regions are present, whereas in Fig. 5(e), a concave curve is present, and just one density anomaly region is present.


Fig. $5 \Phi$ versus $r$ for (a) $p_{01} \leq p_{12}$ and (e) $p_{01}>p_{12} ; v$ versus $p$ for (b) $p_{01} \leq p_{12}$ and (f) $p_{01}>p_{12} ; u$ versus $v$ for (c) $p_{01} \leq p_{12}$ and (g) $p_{01}>p_{12}$; and $g$ versus $p$ for (d) $p_{01} \leq p_{12}$ and (h) $p_{01}>p_{12}$.

The difference in the two cases is also reflected in the reduced volume versus pressure diagram, which shows three phases in Fig. 5(b) and two phases in Fig. 5(f). Consequently, the internal energy $u$ versus $v$ shows three stable densities in Fig. 5(c) and only two in Fig. 5(g). Finally, the free energy $g$ as a function of $p$ is a concave stable function with three densities in Fig. 5(d) and only two in Fig. 5(h).

Another way to visualize whether a pair potential leads to multiple density anomaly regions is to draw a line connecting $\left(\lambda_{0}, V_{0}\right)$ and $\left(\lambda_{1}, V_{1}\right)$, another straight line connecting $\left(\lambda_{1}, V_{1}\right)$ and $\left(\lambda_{2}, V_{2}\right)$, and a third line connecting $\left(\lambda_{0}, V_{0}\right)$ and $\left(\lambda_{2}, V_{2}\right)$. If the first two lines lie above the third line, the system has two density anomaly regions.

This same argument will be generalized in the following section, where we will deal with the limit of $N$ shoulders.

### 3.3 Infinite-shoulder pair potential

In this section, let us consider an extrapolation of the interaction potential $\Phi$ of the form

$$
\Phi(r)= \begin{cases}\infty, & r<\lambda_{0}  \tag{21}\\ V_{0}, & \lambda_{0} \leq r<\lambda_{1} \\ \vdots & \\ V_{i}, & \lambda_{i} \leq r<\lambda_{i+1} \\ \vdots & \\ V_{N}, & \lambda_{N} \leq r<\lambda_{N+1}\end{cases}
$$

where $V_{N}=0, \lambda_{0}<\ldots<\lambda_{i}<\ldots<\lambda_{N}<2 \lambda_{0}$, and $\lambda_{N+1} \rightarrow \infty$. The Gibbs free energy $g$ associated with this potential is
$g(\beta, p)=-\frac{1}{\beta} \log \left[\frac{1}{\Lambda \beta p} \times \sum_{i=0}^{N}\left(\mathrm{e}^{-\beta\left(V_{i}+\lambda_{i} p\right)}-\mathrm{e}^{-\beta\left(V_{i}+\lambda_{i+1} p\right)}\right)\right]$.

In the ground state, the free energy behaves as

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} g=-\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \left[\sum_{i=0}^{N} \mathrm{e}^{-\beta\left(V_{i}+\lambda_{i} p\right)}\right] \tag{23}
\end{equation*}
$$

for $\lambda_{i}<\lambda_{i+1}$ and $0 \leq i \leq N$. If we define the straight lines

$$
\begin{equation*}
\eta_{i}(p)=V_{i}+\lambda_{i} p \tag{24}
\end{equation*}
$$

for $0 \leq i \leq N$, the ground-state free energy becomes

$$
\begin{equation*}
g(p)=\inf _{0 \leq i \leq N} \eta_{i}(p) \tag{25}
\end{equation*}
$$

for $p>0$. The intersection of the $\eta_{i}(p)$ and $\eta_{j}(p)$
lines represents the possible coexistence pressures between phases $i$ and $j$ :

$$
\begin{equation*}
p_{i j}=\frac{V_{i}-V_{j}}{\lambda_{j}-\lambda_{i}} \tag{26}
\end{equation*}
$$

where $0 \leq i<j \leq N$.
For this multiscale system, the fundamental question is whether a scale $\left(\lambda_{k}, V_{k}\right)$ determines a phase transition and consequently a density anomaly region. In other words, if there exists an interval $I_{k}$ (on the domain of $g$ ) such that $p \in I_{k}$, this implies that $g(p)=V_{k}+\lambda_{k} p$. This happens only if $p_{i k}>p_{k j}$ for all $i, j$ obeying $i<k<j$ (i.e., $\lambda_{i}<\lambda_{k}<\lambda_{j}$ ); $N+1$ phases and $N$ density anomaly regions are present in the system.

Figure 6(a) shows the free energy versus pressure for a system with $N+1$ phases and $N$ density anomaly regions, whereas Fig. 6(c) shows the free energy versus pressure for a system with $N$ phases and $N-1$ density anomaly regions. The internal energies of these two systems are shown in Figs. 6(b) and (d), respectively.

## 4 Lattice pair potentials

The previous section presented an analysis of onedimensional systems interacting through shoulder pair potentials in continuous space. We found that the existence of many density anomaly regions in the pressure versus temperature phase diagram depends on the convexity of $\Phi$. In this section, we test the generality of this result regarding the convexity of $\Phi$ for a lattice system. We consider a lattice gas model with a four-shoulder pair potential that is restricted to a lattice whose sites are regularly spaced by $l=l_{0}$, with $l_{0}=1$ (reduced units). A partition function similar to that derived in the previous section [Eq. (3)] but for a lattice system is given by $J(\beta, p, N)$ :

$$
\begin{equation*}
J(\beta, p, N)=\left[\sum_{r} \mathrm{e}^{-\beta \eta_{r}(p)}\right]^{N} \tag{27}
\end{equation*}
$$

where $\eta_{r}(p)$ was defined above. ${ }^{2)}$ It follows that an exact expression for $g$ is simply

$$
\begin{equation*}
g=-\frac{1}{\beta} \ln \left[\sum_{r=1}^{\infty} \mathrm{e}^{-\beta \eta_{r}(p)}\right] \tag{28}
\end{equation*}
$$

which is identical to the low-temperature limit obtained for continuous models in Eq. (23). Thus, the restrictions obtained above for the scales $\left(\lambda_{k}, u_{k}\right)$ on the continuous model can be applied to lattice models.

[^6]

Fig. 6 Ground-state potentials $g=g(p)$ and $u=u(v)$ for the two scenarios described here.

As an application, we design a simple lattice gas model pair potential presenting five states in the ground state and four phase transitions between fluid phases. ${ }^{3)}$ The critical pressures are set to $p_{k, k+1}=5-k$, where the molecules in phase $k$ are separated by $k$ lattice sites. With this definition, the critical pressures are simply $\left\{p_{4,5}=1, p_{3,4}=2, p_{2,3}=3, p_{1,2}=4\right\}$, and a pair potential with this behavior can be found by starting with $u_{5}=0$ and recursively calculating $u_{k}$ from Eq. (26). The resulting pair potential is shown in Fig. 7.

The pressure versus temperature phase diagram of the model is shown in Fig. 7, where ground-state phase transitions between different fluids are indicated by filled circles, at the expected pressures $p=1,2,3,4$, and a gasliquid transition is indicated by a filled triangle at $p=0$.

The TMD line is also shown in the upper right panel of Fig. 7. The TMD line emanates from each ground-state phase transition, creating four regions of negative thermal expansion coefficient, i.e., regions where the density anomalously increases with temperature at fixed pressure. Each TMD line reaches a maximum tempera-

[^7]ture and returns to a lower temperature, reaching the ground state at a pressure that is exactly between two critical points. The exact location for the endpoints of these TMD lines can be explained by the competing effects of contraction and expansion on the stable groundstate configuration (a similar calculation was described in Ref. [25]).

We finish discussing this example by investigating the behavior of thermal expansion as a function of pressure at fixed temperature. In the last panel of Fig. 7, $\alpha$ oscillates when crossing pressures near the critical value, indicating a relationship between phase transitions and density anomalies in one-dimensional systems. This result is consistent and was also found in other one-dimensional lattice models [24, 25], three-dimensional CS fluids [23], and the continuous one-dimensional systems investigated here.

## 5 Conclusions

In this paper, we obtained an exact solution for a family of one-dimensional potentials that are characterized by having $N$ shoulders. The presence of one shoulder re-


Fig. 7 (a) Pair potential exhibiting different phases, (b) pressure versus temperature phase diagram illustrating the TMD line, (c) density versus pressure for different temperatures, and (d) thermal expansion coefficient versus pressure for different temperatures.
sults in a density anomaly region in the pressure versus temperature phase diagram, and consequently, a zerotemperature liquid-liquid phase transition. The presence of two, three, $\ldots, N$ density anomaly regions for two, three, $\ldots, N$ shoulders occurs only if the pair potential forms a convex curve when the different length scales are connected.

The prediction in one dimension can be extrapolated to the three-dimensional case, and that for two shoulders results in the existence of two density anomaly regions and two liquid-liquid phase transitions [23].
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## H I G H L I G H T S

- Density anomalies are found in the atomic limit of the Bose-Hubbard model.
- In this limit the model presents an infinite number of ground state phase transitions between Mott-Insulator phases with commensurate occupation number.
- A temperature of maximum density (TMD) line emanate from each ground state transition.
- It is shown that residual entropies are connected to phase transitions and TMD lines.
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#### Abstract

Although well-researched as a prototype Hamiltonian for strongly interacting quantum systems, the Bose-Hubbard model has not so far been explored as a fluid system with waterlike anomalies. In this work we show that this model supports, in the limit of a strongly localizing confining potential, density anomalies which can be traced back to ground state (zero-temperature) phase transitions between different Mott insulators.
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## 1. Introduction

The Hubbard model [1,2] is of great interest in many areas of condensed matter physics and has been extensively investigated through a variety of methods for strongly interacting quantum systems [3,4]. In particular, the Bose-Hubbard model [5-9] regained attention since its realization with cold bosonic atoms trapped on optical lattices [10-13]. Indeed, such systems became a remarkable experimental arena for testing a myriad of theoretical concepts, playing the celebrated role of quantum simulators [ 14,15 ].

In parallel, water is relevant for many reasons including its abundance on Earth, its role on the chemistry of life and as a human resource [16,17]. It also possess particular physicochemical properties, including its high latent heat, diffusion and thermal response functions [16,18-24]. A striking property of water is the increase of density with temperature in the range from $0^{\circ} \mathrm{C}$ to $4^{\circ} \mathrm{C}$, setting it apart from regular liquids [19]. In liquid water, the temperature of maximum density (TMD) decreases with pressure entering the metastable regime above 40 MPa [25,26], and is associated to a region with negative value of the thermal expansion coefficient. Water also presents anomalies in its structure which are connected to density and diffusion anomalies through the so-called hierarchy of anomalies [27-31].

[^8]Water and its anomalies were investigated by various models, from which we mention simplified lattice and core softened models. Among lattice models for water, it should be relevant to mention that waterlike anomalies were found for models of orientational bonding fluids in the triangular lattice, and on 3D simple cubic lattice, through a variety of techniques, varying from Bethe lattice [32], cluster variational method [33,34] and Monte Carlo simulations [35]. Core softened models were investigated using molecular dynamics simulations [36-38] and analytically through integral equations [39], being found that pair potentials with competing two scale can reproduce various anomalies including those on density, structure and diffusion.

According to the second critical point (SCP) hypothesis the high temperature thermodynamic and dynamic anomalous behavior of liquid water is attributed to the presence of a metastable liquid-liquid phase transition ending in a critical point [40,41]. The SCP hypothesis has been proposed from the observation of a liquid-liquid phase transition on computer simulations of the ST2 atomically detailed model of water [40], and was followed by extensive investigations on other models for water (see Ref. [22] for discussion). Similar transitions were also investigated in models for carbon [42], silicon [43], silica [44] and experimentally observed in phosphorus [45], triphenyl phosphite and n-butanol [46]. Although much debated in the literature [22,47], recent experiments with mixtures of water and glycerol [48] and measurements of correlations functions using time-resolved optical Kerr effect (OKE) of supercooled water [49] favor the SCP hypothesis.

The debate on the relation between water anomalies and phase transitions would be benefited if other experimental systems, such as quantum gases on optical lattices, could be shown to present anomalous behavior similar to liquid water, while associated with phase transitions. Such a comparison would be even more interesting if in certain regimes a limiting behavior could be approached, or extrapolated, in which a simple statistical mechanical description could be achieved. It is our opinion that the Bose-Hubbard model can be used for achieving this goal, since it can be "simulated" with quantum gases on optical lattices.

The purpose of this work is to investigate waterlike anomalous behavior on Bose-Hubbard model in the so-called "atomic limit" [1], where the hopping contribution to the Hamiltonian becomes vanishingly small. In this regime the BoseHubbard model turns into an analytically solvable toy model which, despite being simple, does present a rich waterlike phenomenology and, to our knowledge, is presented for the first time in this work. An study of waterlike behavior on the Bose-Hubbard Hamiltonian including hopping is outside the scope of this work and will be presented elsewhere. Our proposal is based on previous investigations which established a connection between ground state phase transitions (GSPT) and waterlike anomalies in the context of classical lattice and off-lattice models of fluids in one dimension [50-53].

This paper is organized as follows: the Bose-Hubbard model and its ground state in the atomic limit are analyzed in Section 2, the grand canonical partition function and relevant thermodynamic quantities are calculated in Section 3, with the detailed expressions for pressure and chemical potential left for the Appendix. Our results are discussed in Section 4 and the final remarks made in Section 5.

## 2. The Bose-Hubbard model and its grand canonical ground state

On its simplest realization, the Bose-Hubbard model consists of a lattice whose sites are empty or occupied by a certain number of particles and its hamiltonian presents terms for hopping $(J>0)$, chemical potential $(\mu)$, and the on site interaction disfavoring multiple occupation on the same site $(U>0)$. Creation and annihilation operators are defined as usual with symbols $\hat{a}_{i}^{\dagger}$ and $\hat{a}_{i}$ and the number operator on site $i$ is $\hat{n}_{i}=\hat{a}_{i}^{\dagger} \hat{a}_{i}$. With these definitions this hamiltonian becomes [5]:

$$
\begin{equation*}
\hat{H}=-\sum_{\langle i, j\rangle} J \hat{a}_{i}^{\dagger} \hat{a}_{j}+\sum_{i} \frac{U}{2} \hat{n}_{i}\left(\hat{n}_{i}-1\right)-\sum_{i} \mu \hat{n}_{i} \tag{1}
\end{equation*}
$$

where the first summation is performed over all pairs of nearest neighbor sites and the other two involve all sites in a system with size $L$.

Here we analyze the atomic limit by setting $J=0$. With this choice, tunneling between different sites is forbidden and the superfluid phase, which is composed by particles in a delocalized state, does not exist but regions of waterlike anomalous density behavior can be observed in the regular fluid phase. In the context of quantum gases on optical traps this limit corresponds to a strong trapping field. Following this simplification the hamiltonian splits into single-site terms, $\hat{H}_{i}$, which are diagonalizable in the number operators vector space, $\hat{n}_{i}\left|n_{i}\right\rangle=n_{i}\left|n_{i}\right\rangle$. Hence, the energy eigenvalue of a single site with occupation $n_{i}=n$ becomes

$$
\begin{equation*}
\epsilon_{n}=\frac{U}{2} n(n-1)-\mu n \tag{2}
\end{equation*}
$$

and, since lattice sites are distinguishable, quantum statistics end up identical to Boltzmann statistics [54].
We proceed by investigating the ground state. At $T=0$ and a given $\mu$, the grand canonical free energy $\Phi=V \phi$ (volume $V=v_{0} L$, with $v_{0}$ defining the lattice cell volume) is simply the result of the minimization procedure $\phi(T=0, \mu)=\min _{n} \epsilon_{n}$. Therefore, $\phi(T=0, \mu)=\epsilon_{n}$ for $n$ satisfying $(n-1) U<\mu<n U$. This implies that GSPT occur whenever the chemical potential hits an integer value of the on site interaction, where a coexistence between successive occupation states $n$ and $n+1$, called Mott Insulators, takes place. This analysis yields the critical chemical potentials $\mu_{n}=n U$ and the corresponding critical pressures $P_{n} v_{0}=n(n+1) \frac{U}{2}$.


Fig. 1. (a) Density, (b) entropy, and (c) thermal expansion coefficient, as a function of the chemical potential at fixed temperatures.

Calculating densities in the GSPT at fixed chemical potential in the $\mu V T$ ensemble is simple and requires assuming that states $n$ and $n+1$ are equal a priori. The result is $v_{0} \rho_{n}=n+1 / 2$, and will not be the same observed at fixed pressures in the NPT ensemble since the pressure is a non-differentiable function of $\mu$ at the GSPT. These numbers can be obtained exactly within a two states description, as will be explained in the Appendix.

## 3. Thermodynamics

The grand canonical partition function of the system can be expressed as:

$$
\begin{equation*}
\Xi(T, V, \mu)=\left(\sum_{n=0}^{\infty} e^{-\beta \epsilon_{n}}\right)^{L} \tag{3}
\end{equation*}
$$

where $\beta=1 / k_{B} T$, with $T$ being the temperature and $k_{B}$ the Boltzmann constant. Considering that $\Xi=e^{-\beta \Phi}$ the fundamental relation for the grand thermodynamic potential $\Phi$ becomes:

$$
\begin{equation*}
\Phi(T, V, \mu)=-k_{B} T L \ln \left[\sum_{n=0}^{\infty} e^{-\beta \epsilon_{n}}\right] . \tag{4}
\end{equation*}
$$

Pressure can be obtained using $\Phi=-P V$, and one can calculate density and entropy per site employing the standard expressions:

$$
\begin{equation*}
\rho(T, \mu)=\frac{N}{V}=-\frac{1}{V}\left(\frac{\partial \Phi}{\partial \mu}\right)_{T} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
s(T, \mu)=\frac{S}{V}=-\frac{1}{V}\left(\frac{\partial \Phi}{\partial T}\right)_{\mu} . \tag{6}
\end{equation*}
$$

For the purpose of comparing our results with other works on the literature of the Bose-Hubbard model, it will be important to write the thermal expansion coefficient in terms of appropriate variables. Through a Jacobian transformation [55, p. 364] one obtains:

$$
\begin{align*}
\alpha & =\frac{1}{V}\left(\frac{\partial V}{\partial T}\right)_{P, N}=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{P} \\
& =\alpha_{\mu}+\frac{1}{\rho}\left(\frac{\partial \rho}{\partial \mu}\right)_{T} \frac{\left(\frac{\partial \Phi}{\partial T}\right)_{\mu}}{\left(\frac{\partial \Phi}{\partial \mu}\right)_{T}} \tag{7}
\end{align*}
$$

where $\alpha_{\mu}$ was defined as:

$$
\begin{equation*}
\alpha_{\mu}(T, \mu)=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{\mu} \tag{8}
\end{equation*}
$$

Expressions (5)-(8) will be calculated in the $\mu V T$ ensemble and converted to the NPT ensemble whenever necessary.

## 4. Results and discussions

Before proceeding let us note that variables are reduced in terms of $U, v_{0}$ and $k_{B}$, as $T^{*}=k_{B} T / U, \mu^{*}=\mu / U$ and $P^{*}=P v_{0} / U$. Our analysis starts by comparing density, entropy and thermal expansion, $\alpha$, as a function of chemical potential at fixed temperature (Fig. 1). Also note that $\alpha$ is the same used in the fluid literature and was calculated from (7). Fig. 1(a) shows that the density is highly sensitive to changes in the chemical potential around $\mu_{n}^{*}=n$, for integer $n$, and that this response becomes sharper at lower temperatures, approaching true phase transition discontinuities in the $T \rightarrow 0$ limit. This confirms that $\mu_{n}^{*}$ are indeed the critical values of the zero-temperature GSPT.

In Fig. 1(b) entropy is shown to develop maximum values exactly at the critical chemical potentials $\mu_{n}^{*}$. As temperature decreases entropy goes to zero except at the transition points, where it becomes sharper and turn into a residual entropy in the limit $T \rightarrow 0$. Note that the maximum equals $s_{n}^{*}=\ln 2$, which is expected for a two state mixture. From the Maxwell relation

$$
\begin{equation*}
\left(\frac{\partial S}{\partial P}\right)_{T}=-\left(\frac{\partial V}{\partial T}\right)_{P}=-V \alpha \tag{9}
\end{equation*}
$$

it follows that $\alpha$ is negative (positive) whenever entropy increases (decreases) with pressure. ${ }^{1}$ Thus, an entropy maximum introduces an oscillation in thermal expansion $\alpha$, with its amplitude increasing as temperature is lowered according to Fig. 1(c). The oscillations evolve to a peculiar double divergence with $\alpha \rightarrow-\infty(+\infty)$ as $\mu \rightarrow \mu_{n}^{-}\left(\mu_{n}^{+}\right)$. Indeed, such mechanism establishes a quite general connection between GSPT, residual entropy and density anomaly. The multiple configurations remaining from each critical point produce a macroscopic zero point entropy. When temperature is raised, the possibility of the system accessing these states can induce an anomalous behavior depending on the chosen external fields.

Next we discuss the emergence of TMD lines on the phase diagram of the model. In Fig. 2 their loci, corresponding to $\alpha=0$, are shown at pressures covering two regions where density increases with temperature ( $\alpha<0$ ). As in our previous studies [50,52], TMD lines are emanating from GSPT (filled circles) and draws a curve enclosing a region of the phase diagram starting and ending at $T=0$. The endpoint of these lines can be obtained by analyzing enthalpy variations for adding or excluding a particle in the system. Even though we have chosen to show two TMD lines starting from transitions at $P_{1}^{*}=1$ and 3, the model exhibits an infinite number of GSPT and also an infinite number of regions on the $P \times T$ phase diagram where $\alpha<0$.

A more detailed view on the density behavior is presented in Fig. 3, where it is plotted against temperature at pressures slightly above, below and equal to the critical value $P_{1}^{*}=1$. It is interesting to observe that density increases with temperature below $P_{1}^{*}$, reaching a maximum value and then decreasing again, while above $P_{1}^{*}$ density decreases, as in a normal fluid. Exactly at $P_{1}^{*}$ density reaches a fixed value at about the same temperature where the TMD line becomes

[^9]

Fig. 2. Pressure vs. temperature phase diagram with GSPT marked with filled circles and continuous lines representing the TMD. The anomalous states are represented by the filled areas.


Fig. 3. Density as a function of temperature for fixed pressures. Density increases with temperature (filled region) and presents a maximum (filled symbols) for pressures slightly below (dashed lines) the critical pressure $P_{1}^{*}=1$ (continuous black line). Density decreases monotonically with temperature for pressures above (dotted line) the critical value. The inset contains the $P \times T$ phase diagram featuring a TMD line and the pressures chosen.
horizontal in the $P \times T$ phase diagram (see the inset of Fig. 3). It is possible to calculate this value within a low temperature, two-states expansion (see Appendix), resulting in the polynomial:

$$
\begin{equation*}
\left(1-2 \delta_{n}\right)^{n+1}=2\left(1+2 \delta_{n}\right)^{n} \tag{10}
\end{equation*}
$$

where $\delta_{n}=\bar{\rho}_{n}^{*}-\rho_{n}^{*}$, with $\bar{\rho}_{n}^{*}\left(\rho_{n}^{*}=n+1 / 2\right)$ being the critical density at fixed pressure (fixed chemical potential) for the $n$th transition. From this it is possible to find $\bar{\rho}_{1}^{*}$, the critical density at constant pressure for $n=1$, as

$$
\begin{equation*}
\bar{\rho}_{1}^{*}=\frac{5-\sqrt{5}}{2} \approx 1.381966 \tag{11}
\end{equation*}
$$

Accordingly, the critical densities obtained from Eq. (10) are indeed relevant as they predict the maximum densities found along the TMD lines emanating from GSPT at critical pressures $P_{n}^{*}=n(n+1) / 2$.

Next, let us compare the low temperature aspects of $\alpha$ and $\alpha_{\mu}$ by rewriting Eq. (7) as:

$$
\rho\left(\alpha-\alpha_{\mu}\right)=\frac{s}{\rho}\left(\frac{\partial \rho}{\partial \mu}\right)_{T} .
$$



Fig. 4. Comparison between fixed pressure and fixed chemical potential thermal expansion coefficients, $\alpha^{*}$ and $\alpha_{\mu}^{*}$, as a function of chemical potential at temperature $T^{*}=0.05$. At low temperature the behavior of both coefficients are similar (see text).

For sufficiently small temperatures, it follows from the r.h.s. of this expression that $\alpha \approx \alpha_{\mu}$ since $\lim _{T \rightarrow 0} s \rightarrow 0$, except at $\mu=\mu_{n}$. Consequently, $\alpha$ and $\alpha_{\mu}$ are resembling functions at low temperatures, and $\alpha_{\mu}<0$ can be used to infer a waterlike behavior in the NPT ensemble. As shown in Fig. 4, near the ground state phase transition between fluid phases with $n=1$ and $n=2$ particles (at $\mu_{1}^{*}=1$ ), $\alpha_{\mu}$ presents an oscillation similar to $\alpha$, this being a signature of the proximity to the GSPT and waterlike behavior [52].

## 5. Conclusion

In this work waterlike volumetric anomalies were observed in the Bose-Hubbard model by considering the so-called atomic limit, where particle hopping across the lattice is strongly suppressed. In this case the model becomes analytically solvable since all lattice sites are disconnected and the hamiltonian becomes diagonal in the basis representing each site's particle number. Ground state analysis captured transitions between Mott insulators with different fillings, i.e., ground state phase transitions, with residual entropies taking place along each transition point.

The grand canonical partition function was calculated and density, entropy, and thermal expansion coefficient (at fixed pressure) were shown to behave anomalously in certain regions of the phase diagram. It was found that TMD lines were emerging from GSPT, being associated to residual entropy occurring on these transitions. These findings points towards a connection between phase transitions, residual entropies and density anomalies, and how these effects come together to produce an oscillatory thermal expansion coefficient, a hypothesis that was explored in previous works [50-53]. It was demonstrated that at low temperatures the thermal expansion coefficient $\alpha$ is approximately equal to $\alpha_{\mu}$, and that the oscillatory behavior can be observed in both. This fact should be helpful, as it allows to identify regions where waterlike anomalies are expected to happen in the NPT ensemble while looking at the behavior of $\alpha_{\mu}$ in $\mu V T$ ensemble at low temperatures.

The fact that the atomic limit of the Bose-Hubbard model presents waterlike behavior allows us to question whether the Bose-Hubbard model (with hopping term), and the real systems represented by this hamiltonian, can also present such phenomenology; what is the relation between the hopping term and temperature of maximum density, and how the emergence of the superfluid phase fits in the simplified scenario presented here. We advance that these questions have been investigated in the Bose-Hubbard model with small $J / U$ using standard mean field approaches and more elaborate quantum statistical techniques (manuscript submitted).
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## Appendix. Two-states approximation and the critical densities

Near the GSPT between configurations with occupation numbers $n$ and $n+1$ the grand canonical free energy can be approximated by

$$
\begin{equation*}
\Phi \approx-\frac{1}{\beta} \ln \left(e^{-\beta \epsilon_{n}}+e^{-\beta \epsilon_{n+1}}\right)^{L} \tag{A.1}
\end{equation*}
$$

from which we calculate pressure as

$$
\begin{align*}
P v_{0} \approx & -\frac{\epsilon_{n}+\epsilon_{n+1}}{2} \\
& +\frac{1}{\beta} \ln \left\{2 \cosh \left[\frac{\beta\left(\epsilon_{n}-\epsilon_{n+1}\right)}{2}\right]\right\} . \tag{A.2}
\end{align*}
$$

Now we define $\Delta P=P-P_{n}$ and $\Delta \mu=\mu-\mu_{n}$ to rewrite

$$
\begin{equation*}
\Delta P v_{0}=\left(n+\frac{1}{2}\right) \Delta \mu+\frac{1}{\beta} \ln \left[2 \cosh \left(\frac{\beta \Delta \mu}{2}\right)\right] \tag{A.3}
\end{equation*}
$$

and calculate

$$
\begin{equation*}
\rho v_{0}=\left(n+\frac{1}{2}\right)+\tanh \left(\frac{\beta \Delta \mu}{2}\right) \tag{A.4}
\end{equation*}
$$

By inverting Eq. (A.4) it is possible to obtain

$$
\begin{equation*}
e^{\beta \Delta P^{*}}\left(1-2 \delta_{n}\right)^{n+1}=2\left(1+2 \delta_{n}\right)^{n} \tag{A.5}
\end{equation*}
$$

with $\delta_{n}=\bar{\rho}_{n}^{*}-\rho_{n}^{*}$ as defined above. At the critical pressure $\Delta P^{*}=0$ and Eq. (10) is recovered. The case $n=1$ leads to the second order polynomial

$$
\begin{equation*}
4 \delta_{1}^{2}-8 \delta_{1}-1=0 \tag{A.6}
\end{equation*}
$$

whose physically viable solution is $\delta_{1}=(2-\sqrt{5}) / 2$, resulting in $\bar{\rho}_{1}^{*}=(5-\sqrt{5}) / 2$, as discussed in Section 4 . The values of the critical densities for arbitrary $n$ can be calculated numerically from Eq. (10). These solutions have the property $\lim _{n \rightarrow \infty} \delta_{n}=0$, meaning that in this limit critical densities become identical when calculated at fixed $\mu$ and fixed $P$.
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#### Abstract

Water, the substance of life, is known for its myriad of anomalous properties, whose origins are still the subject of intense debates. In order to provide a different insight into this problem, we show how its density anomaly can be reproduced using a quantum simulator. In particular, we demonstrate that the Bose-Hubbard model, a paradigm system in quantum mechanics, exhibits an increase in density with temperature at fixed pressure in the regular fluid regime and in the superfluid phase. We propose that the mechanism underlying the anomalies is related to zero-point entropies and ground-state phase transitions. A connection with the typical experimental scales and setups including confinement effects is also addressed. In this scenario, such finding opens a pathway for theoretical and experimental studies of waterlike anomalies in the area of ultracold quantum gases.
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## I. INTRODUCTION

The experimental realization of the Bose-Einstein condensation [1,2] inaugurated a new era in physics by merging different areas, from condensed matter [3,4] to quantum information [5,6]. This landmark provided grounds for new applications involving the manipulation of ultracold atoms, from which optical lattices, literal crystal arrays of light trapping neutral cold atoms [7,8], stand as a prominent one. Among these applications, systems known as quantum simulators $[9,10]$ have attained great importance since they can be used to experimentally implement and simulate scenarios for a plethora of theoretical ideas [11,12]. Indeed, it is possible to engineer them in highly controllable ways in regards to parameters such as dimensionality, lattice structure, composition, and atomic interactions [13]. In a theoretical level, the Bose-Hubbard model can be considered as a true prototype system, currently used to investigate quantum phase transitions, quantum coherence, and quantum computation [14-16].

In this work we theoretically show that the density of bosons in optical lattices, described by the Bose-Hubbard model, anomalously increases with temperature at fixed pressure in both superfluid and normal fluid regimes. Such counterintuitive behavior, usually denominated as density anomaly, according to our analysis occurs at temperatures below 1.8 nK (superfluid) and 14.8 nK (normal fluid) for rubidium-87 atoms trapped in a simple cubic optical lattice. These anomalies are similar to those presented by liquid water between 0 and $4^{\circ} \mathrm{C}$ at $1 \mathrm{~atm}[17,18]$ and are useful to test the concept that thermodynamic waterlike anomalies arise from the competition between two scales of interaction, associated with critical phenomena. In a quantum-mechanical context such anomaly has also been reported experimentally for liquid helium [19,20]. The advantage exhibited by the optical lattice environment is the possibility to control and tune the interactions between particles, enabling a clear analysis regarding possible physical mechanisms.

[^10]An explanation for the thermodynamic and dynamic anomalous behavior of liquid water has been disputed through different thermodynamic scenarios. In the second critical point (SCP) hypothesis, which is based on computer simulations of the ST2 atomically detailed model of water [21], followed by extensive investigations on other models for water [22], the apparent divergence of thermodynamic response functions in a metastable region is a consequence of a metastable liquid-liquid phase transition ending in a critical point [21,23]. Nevertheless, this behavior in the case of water was never observed experimentally. The liquid-liquid transitions were reported in models for carbon [24], silicon [25], and silica [26], and experimentally observed in phosphorus [27], triphenyl phosphite, and n-butanol [28]. More recently, experiments with mixtures of water and glycerol [29] and measurements of correlation functions using time-resolved optical Kerr effect (OKE) of supercooled water [30] favor the SCP hypothesis, despite debates in literature [22,31].

The suggested connection between thermodynamic anomalies and criticality in water is difficult to test experimentally since the system freezes before reaching the critical temperature. In addition, the complexity of the water structure makes it difficult to unveil the relation between the microscopic interactions, thermodynamic anomalies, and criticality. Due to its experimental manageability and for being numerically treatable, we propose using the Bose-Hubbard model as a platform to establish this connection. In such context, we explore simple cubic and square geometries, constructed by sets of orthogonal, counterpropagating laser beams of wavelength $\lambda$. The resultant standing waves determine the scenario for the interacting bosons, an optical potential of the form

$$
\begin{equation*}
V_{L}(\mathbf{r})=V_{0} \sum_{i=1}^{d} \sin ^{2}\left(\frac{\pi x_{i}}{a}\right) \tag{1}
\end{equation*}
$$

where $a=\lambda / 2$ is the lattice spacing, $V_{0}$ is the depth of the optical potential, and $d$ represents the dimensionality of our system with coordination number $z=2 d$. Our theoretical calculations are based on the bosonic self-energy functional
theory [32], which generates results numerically close to quantum Monte Carlo [33] and bosonic dynamical mean-field theory (BDMFT) techniques.

The paper is organized as follows. First, we introduce the model and its relevant parameters in Sec. II. The theoretical methods employed are explained in Sec. III, with greater details given in the Appendix. The density anomaly in simple cubic and square lattice geometries is discussed in Sec. IV and a mechanism involving residual entropies is proposed in Sec. V for the reported phenomenon. In Sec. VI, we discuss how the anomaly could be experimentally observed based on 2D in situ imaging of the atoms. Final considerations are addressed in Sec. VII.

## II. BOSE-HUBBARD MODEL

The dynamics of itinerant bosons in a lattice occupying the lowest-energy band is governed by the Bose-Hubbard Hamiltonian [14,16]

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j}+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i} \tag{2}
\end{equation*}
$$

where $b_{i}^{\dagger}, b_{i}$, and $n_{i}$ designate the bosonic creation, annihilation, and number operators at site $i$, respectively; $\mu$ is the chemical potential.

The parameter $U$ represents the (typically repulsive) interaction of bosons on the same lattice site. More precisely, it corresponds to the atom-atom $s$-wave scattering process, which can be regarded as an effective contact interaction of the form $U(\mathbf{r})=g \delta(\mathbf{r})$, with a coupling constant $g=4 \pi \hbar^{2} a_{s} / m$ depending on the $s$-wave scattering length $a_{s}$ and mass $m$ of the atoms. By employing the local Wannier states $w(\mathbf{r})$, the term $U$ is expressed through the matrix element

$$
\begin{equation*}
U=g \int d \mathbf{r}|w(\mathbf{r})|^{4} \tag{3}
\end{equation*}
$$

On the other hand, the parameter $J$ indicates the hopping amplitude, a kinetic term involving the probability of tunneling between first neighbor sites. Explicitly, it is quantified as the following overlapping integral over adjacent Wannier functions:

$$
\begin{equation*}
J=-\int d \mathbf{r} w\left(\mathbf{r}-\mathbf{r}_{i}\right)\left(-\hbar^{2} \frac{\nabla^{2}}{2 m}+V_{L}(\mathbf{r})\right) w\left(\mathbf{r}-\mathbf{r}_{j}\right) \tag{4}
\end{equation*}
$$

Therefore, the Bose-Hubbard model terms $U$ and $J$ can be related to the experimental parameters $\lambda, a_{s}$, and $V_{0}$ through Eqs. (3) and (4) [34], numerically calculating the band structure and obtaining the Wannier states [35,36]. These prescriptions allow us to express temperatures in kelvin units and the lattice depth in terms of the recoil energy $E_{r}=\hbar^{2} \pi^{2} / 2 m a^{2}$, according to the values of $U$ and $J$ chosen. It is thus possible to consider our theoretical results within the context of a specific optical trap implementation, from which we select a gas of rubidium-87 atoms in simple cubic $[7,8]$ and square optical lattices [37,38].

## III. METHODOLOGY

In order to map the thermodynamics of the bosons we employ a variational and nonperturbative self-consistent ap-
proach, the self-energy functional theory derived by Hügel et al. [32], inspired in the original works for fermions by Potthoff [39]. The formalism, which includes $U(1)$ symmetry breaking and comprehends previous BDMFT approaches [40-43], is based on successive Legendre transformations of the free-energy functional $\Omega$ leading to a new functional $\Omega_{\mathrm{SE}}$ of the self-energies. The approximation scheme to the manybody problem constricts the variational space: the self-energy domain is restricted to a subspace of self-energies of a simpler reference system. Then, the original problem is transformed into determining stationary solutions of this new functional in terms of the reference system's free propagators. This section is devoted to providing an overview of the method, following Refs. [32,44,45].

First, we write the Hamiltonian of Eq. (2) in a more concise and general form,

$$
\begin{equation*}
H=\frac{1}{2} \mathbf{b}_{\alpha}^{\dagger} \mathbf{t}_{\beta}^{\alpha} \mathbf{b}^{\beta}+\mathcal{V}+\mathbf{F}_{\alpha}^{\dagger} \mathbf{b}^{\alpha} \tag{5}
\end{equation*}
$$

including an explicit symmetry breaking field $\mathbf{F}$ which couples to the bosonic operators. In this notation, we use the Einstein summation convention and the superindex $\alpha$ spans the site index $i$ as well as the Nambu index $\nu$. Explicitly, the bosonic operator reads as $\mathbf{b}_{\alpha}^{\dagger} \equiv \mathbf{b}_{i v}^{\dagger}=\left(b_{i}^{\dagger}, b_{i}\right)_{\nu}$, with commutation relations $\left[\mathbf{b}_{\alpha}, \mathbf{b}_{\beta}^{\dagger}\right]=\left(\mathbf{1} \otimes \sigma_{z}\right)_{\beta}^{\alpha}$. Also, we have the generalized hopping $\mathbf{t}_{\beta}^{\alpha}=\mathbf{t}_{j v}^{i \eta}=t_{i j} \otimes \mathbf{1}_{\eta \nu}$ and interaction of the form $\mathcal{V}=U_{\alpha \beta \gamma \delta} \mathbf{b}^{\alpha} \mathbf{b}^{\beta} \mathbf{b}^{\gamma} \mathbf{b}^{\delta}$.

Including finite-temperature effects (with $k_{B} T=1 / \beta$ ), the partition function $\mathcal{Z}=\operatorname{Tr}\left[\mathcal{T} e^{-\mathcal{S}}\right]$ follows as a trace comprising the imaginary time-ordered exponential of the action $\mathcal{S}$ [46-48],

$$
\begin{align*}
\mathcal{S}\left[\mathbf{F}, \mathbf{G}_{0}^{-1}\right]= & -\frac{1}{2} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \mathbf{b}^{\dagger}(\tau) \mathbf{G}_{0}^{-1}\left(\tau, \tau^{\prime}\right) \mathbf{b}\left(\tau^{\prime}\right) \\
& +\int_{0}^{\beta} d \tau \mathcal{V}[\mathbf{b}(\tau)]+\int_{0}^{\beta} d \tau \mathbf{F}^{\dagger} \mathbf{b}(\tau) \tag{6}
\end{align*}
$$

written according to its explicit dependence on $\mathbf{F}$ and the noninteracting Green's function $\mathbf{G}_{0}$ :

$$
\begin{equation*}
\mathbf{G}_{0}^{-1}=\delta\left(\tau-\tau^{\prime}\right)\left(-\left[\mathbf{1} \otimes \sigma_{z}\right] \partial_{\tau^{\prime}}-\mathbf{t}\right) . \tag{7}
\end{equation*}
$$

From the partition function, averages can be defined as $\langle O(\tau)\rangle=\operatorname{Tr}\left[\mathcal{T} e^{-S} O(\tau)\right] / \mathcal{Z}$. Also, its logarithm provides the free energy $\Omega\left[\mathbf{F}, \mathbf{G}_{0}^{-1}\right]=-\ln [\mathcal{Z}] / \beta$, which is a generating functional of the propagators: the condensate Green's function $\boldsymbol{\Phi}$,

$$
\begin{equation*}
\beta \frac{\delta \Omega}{\delta \mathbf{F}^{\dagger}}=\langle\mathbf{b}\rangle \equiv \boldsymbol{\Phi}, \tag{8}
\end{equation*}
$$

and the connected interacting Green's function $\mathbf{G}$,

$$
\begin{equation*}
2 \beta \frac{\delta \Omega}{\delta \mathbf{G}_{0}^{-1}}=-\left\langle\mathbf{b}(\tau) \mathbf{b}^{\dagger}\left(\tau^{\prime}\right)\right\rangle \equiv \mathbf{G}\left(\tau, \tau^{\prime}\right)-\boldsymbol{\Phi} \boldsymbol{\Phi}^{\dagger} \tag{9}
\end{equation*}
$$

Further details regarding products and traces are addressed in Appendixes A and B.

Based on a Legendre transformation, the free-energy functional dependence can be exchanged from $\mathbf{F}$ and $\mathbf{G}_{0}^{-1}$ to the dressed propagators $\boldsymbol{\Phi}$ and $\mathbf{G}$, leading to the Baym-Kadanoff
functional [49-52]

$$
\begin{align*}
\beta \Omega_{\mathrm{BK}}[\boldsymbol{\Phi}, \mathbf{G}]= & \mathbf{F}^{\dagger} \boldsymbol{\Phi}-\frac{1}{2} \boldsymbol{\Phi}^{\dagger} \mathbf{G}_{0}^{-1} \boldsymbol{\Phi}+\frac{1}{2} \operatorname{Tr}\left[\mathbf{G}_{0}^{-1} \mathbf{G}\right] \\
& +\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}^{-1}\right]+\Phi_{\mathrm{LW}}[\boldsymbol{\Phi}, \mathbf{G}] . \tag{10}
\end{align*}
$$

In Eq. (10), $\Phi_{\mathrm{LW}}[\boldsymbol{\Phi}, \mathbf{G}]$ is the Luttinger-Ward functional [53,54], a universal contribution which encompasses the complexity of the many-body system, containing all two-particle irreducible (2PI) diagrams $[55,56]$. At the physical solution, the functional $\Omega_{\mathrm{BK}}[\boldsymbol{\Phi}, \mathbf{G}]$ is stationary,

$$
\begin{equation*}
\frac{\delta \Omega_{\mathrm{BK}}}{\delta \boldsymbol{\Phi}^{\dagger}}=0, \quad \frac{\delta \Omega_{\mathrm{BK}}}{\delta \mathbf{G}}=0, \tag{11}
\end{equation*}
$$

and it is equal to the equilibrium free energy $\Omega_{\mathrm{BK}}=\Omega$. The variations,

$$
\begin{equation*}
\beta \frac{\delta \Omega_{\mathrm{BK}}}{\delta \boldsymbol{\Phi}^{\dagger}}=\mathbf{F}-\mathbf{G}_{0}^{-1} \boldsymbol{\Phi}+\frac{\delta \Phi_{\mathrm{LW}}}{\delta \boldsymbol{\Phi}^{\dagger}} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \beta \frac{\delta \Omega_{\mathrm{BK}}}{\delta \mathbf{G}}=\mathbf{G}_{0}^{-1}-\mathbf{G}^{-1}+2 \frac{\delta \Phi_{\mathrm{LW}}}{\delta \mathbf{G}} \tag{13}
\end{equation*}
$$

associated to the conditions of Eq. (11) lead to the following identification:

$$
\begin{equation*}
\boldsymbol{\Sigma}_{1 / 2}=-\frac{\delta \Phi_{\mathrm{LW}}}{\delta \boldsymbol{\Phi}^{\dagger}}, \quad \boldsymbol{\Sigma}=-2 \frac{\delta \Phi_{\mathrm{LW}}}{\delta \mathbf{G}} \tag{14}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{1 / 2}$ and $\boldsymbol{\Sigma}$ are the one- and two-point self-energies, respectively. Therefore, the propagators obey the Dyson equations

$$
\begin{equation*}
\mathbf{G}_{0}^{-1} \boldsymbol{\Phi}=\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}^{-1}=\mathbf{G}_{0}^{-1}-\boldsymbol{\Sigma} \tag{16}
\end{equation*}
$$

With another Legendre transform, the Baym-Kadanoff functional dependence can be exchanged from the one- and twopoint propagators $\boldsymbol{\Phi}$ and $\mathbf{G}$ to their respective self-energies $\boldsymbol{\Sigma}_{1 / 2}$ and $\boldsymbol{\Sigma}$, yielding the self-energy functional

$$
\begin{align*}
\beta \Omega_{\mathrm{SE}}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]= & \frac{1}{2}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)^{\dagger} \mathbf{G}_{\mathbf{0}}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right) \\
& +\frac{1}{2} \operatorname{Tr} \ln \left[-\left(\mathbf{G}_{\mathbf{0}}^{-1}-\boldsymbol{\Sigma}\right)\right] \\
& +\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right] . \tag{17}
\end{align*}
$$

The universal functional $\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]=\Phi_{\mathrm{LW}}[\boldsymbol{\Phi}, \mathbf{G}]+$ $\boldsymbol{\Sigma}_{1 / 2}^{\dagger} \boldsymbol{\Phi}+\frac{1}{2} \operatorname{Tr}[\boldsymbol{\Sigma} \mathbf{G}]$ is simply the Legendre transform of the Luttinger-Ward functional $\Phi_{\mathrm{LW}}[\boldsymbol{\Phi}, \mathbf{G}]$, with the following variations:

$$
\begin{equation*}
\frac{\delta \mathcal{F}}{\delta \boldsymbol{\Sigma}_{1 / 2}^{\dagger}}=\boldsymbol{\Phi}, \quad 2 \frac{\delta \mathcal{F}}{\delta \boldsymbol{\Sigma}}=\mathbf{G} \tag{18}
\end{equation*}
$$

At the physical solution, $\Omega_{\mathrm{SE}}$ is stationary and equal to the free energy $\Omega_{\mathrm{SE}}=\Omega_{\mathrm{BK}}=\Omega$ (as a result of $\Omega, \Omega_{\mathrm{BK}}$, and $\Omega_{\mathrm{SE}}$ being connected by successive Legendre transforms), yielding once again the Dyson equations

$$
\begin{equation*}
0=\beta \frac{\delta \Omega_{\mathrm{SE}}}{\delta \boldsymbol{\Sigma}_{1 / 2}^{\dagger}}=-\mathbf{G}_{\mathbf{0}}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}\right)+\boldsymbol{\Phi} \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
0=2 \beta \frac{\Omega_{\mathrm{SE}}}{\delta \boldsymbol{\Sigma}}=-\left(\mathbf{G}_{\mathbf{0}}^{-1}-\boldsymbol{\Sigma}\right)^{-1}+\mathbf{G} \tag{20}
\end{equation*}
$$

The mentioned universality of the functional $\mathcal{F}$ enables us to overcome its complexity with the introduction of an exactly solvable reference system (denoted by primed quantities) exhibiting the same symmetry and interactions as the original one. According to Eq. (17), the reference system's self-energy functional

$$
\begin{align*}
\beta \Omega_{\mathrm{SE}}^{\prime}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right]= & \frac{1}{2}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}\right)^{\dagger} \mathbf{G}_{0}^{\prime}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}\right) \\
& +\frac{1}{2} \operatorname{Tr} \ln \left[-\left(\mathbf{G}_{0}^{\prime-1}-\boldsymbol{\Sigma}\right)\right]+\mathcal{F}\left[\boldsymbol{\Sigma}_{1 / 2}, \boldsymbol{\Sigma}\right] \tag{21}
\end{align*}
$$

evaluated at the physical solutions $\boldsymbol{\Sigma}_{1 / 2}=\boldsymbol{\Sigma}_{1 / 2}^{\prime}$ and $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\prime}$ is equal to the reference system's free energy $\Omega_{\mathrm{SE}}^{\prime}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}, \boldsymbol{\Sigma}^{\prime}\right]=$ $\Omega^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]$. Subtracting Eq. (21) from Eq. (17), $\Omega_{\mathrm{SE}}$ evaluated at $\boldsymbol{\Sigma}_{1 / 2}=\boldsymbol{\Sigma}_{1 / 2}^{\prime}$ and $\boldsymbol{\Sigma}=\boldsymbol{\Sigma}^{\prime}$ becomes

$$
\begin{align*}
\beta \Omega_{\mathrm{SE}}\left[\mathbf{\Sigma}_{1 / 2}^{\prime}, \mathbf{\Sigma}^{\prime}\right]= & \beta \Omega^{\prime}+\frac{1}{2}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)^{\dagger} \mathbf{G}_{0}\left(\mathbf{F}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right) \\
& -\frac{1}{2}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right)^{\dagger} \mathbf{G}_{0}^{\prime}\left(\mathbf{F}^{\prime}-\boldsymbol{\Sigma}_{1 / 2}^{\prime}\right) \\
& +\frac{1}{2} \operatorname{Tr} \ln \left[\frac{\mathbf{G}_{0}^{-1}-\mathbf{\Sigma}^{\prime}}{\mathbf{G}_{0}^{\prime-1}-\mathbf{\Sigma}^{\prime}}\right] \tag{22}
\end{align*}
$$

Therefore, the solution of the reference system provides a parametrization of the self-energies in terms of $\mathbf{F}^{\prime}$ and $\mathbf{G}_{0}^{\prime-1}$, which allows for the construction of the self-energy functional theory approximation $\Omega_{\mathrm{SFT}}$ to the self-energy functional $\Omega_{\mathrm{SE}}$ according to

$$
\begin{equation*}
\Omega_{\mathrm{SFT}}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]=\Omega_{\mathrm{SE}}\left[\boldsymbol{\Sigma}_{1 / 2}^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right], \boldsymbol{\Sigma}^{\prime}\left[\mathbf{F}^{\prime}, \mathbf{G}_{0}^{\prime-1}\right]\right] \tag{23}
\end{equation*}
$$

The approximation consists in constraining the variational principle to the subspace of self-energies of the reference system; this procedure applied to the variations of Eqs. (19) and (20) yields the Euler equations $\delta_{\mathbf{F}^{\prime \dagger}} \Omega_{\mathrm{SFT}}=0$ and $\delta_{\mathbf{G}_{0}^{-1}} \Omega_{\mathrm{SFT}}=$ 0.

In particular, we choose a local reference system, the SFA3 minimal construction [32], comprehending three variational parameters: the $\mathrm{U}(1)$ symmetry breaking linear field $F^{\prime}$ conjugated to the creation $b^{\dagger}$ and annihilation $b$ operators, the two fields $\Delta_{00}$, coupled with the density $b^{\dagger} b$, and $\Delta_{01}$, conjugated to pair creation $b^{\dagger} b^{\dagger}$ and pair annihilation $b b$ operators. The Hamiltonian describing the bosonic state is given by

$$
\begin{equation*}
H^{\prime}\left[\mathbf{F}^{\prime}, \boldsymbol{\Delta}\right]=\frac{1}{2} \mathbf{b}^{\dagger} \boldsymbol{\Delta} \mathbf{b}+\frac{U}{2} n(n-1)-\mu n+\mathbf{F}^{\prime \dagger} \mathbf{b} \tag{24}
\end{equation*}
$$

where $\mathbf{b}=\left(b, b^{\dagger}\right), \mathbf{F}^{\prime}=\left(F^{\prime}, F^{\prime *}\right)$, and $\boldsymbol{\Delta}=\Delta_{00} \mathbf{1}+\Delta_{01} \sigma_{x}$.
Therefore, the states of thermodynamic equilibrium are determined by the stationary points of $\Omega_{\mathrm{SFT}}$, given by $\nabla \Omega_{\mathrm{SFT}}\left[F, \Delta_{00}, \Delta_{01}\right]=0\left(\right.$ or $\delta_{\mathbf{F}^{*}} \Omega_{\mathrm{SFT}}=0$ and $\left.\delta_{\Delta} \Omega_{\mathrm{SFT}}=0\right)$. The functional can be evaluated according to the following steps, which are completely developed throughout the Appendix sections. Given the parameters $F^{\prime}, \Delta_{00}$, and $\Delta_{01}$, the Hamiltonian of Eq. (24) is determined. From Appendix C, the reference system's partition function and free energy are computed through Eqs. (C1) and (C2), followed by its oneand two-point propagators of Eqs. (C3) and (C5), and the self-energies according to the Dyson Eqs. (C7) and (C8). The next step is to calculate the lattice system's one- and two-point propagators by using Eqs. (D4) and (D3), respectively. These
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FIG. 1. Density $\rho$ as a function of the reduced temperature $k_{B} T / U$ (bottom) and the temperature $T$ in nanokelvin units (top) at fixed pressures for hopping amplitudes: (a) $z J=0.06 U$, (b) $z J=0.12 U$, and (c) $z J=0.30 U$, considering a simple cubic lattice $(z=6$ ). The superfluid phase is highlighted in blue, while the normal phase is portrayed in white. Blue dashed lines denote the boundaries between superfluid and normal phases, while orange dotted lines represent the TMD curves. In (a), the inset exhibits a zoom of isobaric curves in the superfluid phase, while the red point signals the atomic limit critical point at $T=0$. The triangular points denote the maximum temperatures reached by each TMD curve.
products and the logarithmic trace $\operatorname{Tr} \ln \left[\mathbf{G}^{\prime} \mathbf{G}^{-1}\right]$ are determined following the prescriptions presented in Appendixes A and B, respectively. By collecting the required terms in Eq. (22), the desired self-energy functional is evaluated and its stationary points can be determined. The code employed in our calculations is available in the Supplemental Material [57].

## IV. DENSITY ANOMALY

From the equilibrium free energy $\Omega=\Omega_{\mathrm{SFT}}$ calculated previously, the density is given by

$$
\begin{equation*}
\rho=-\frac{1}{V}\left(\frac{\partial \Omega}{\partial \mu}\right)_{T} \tag{25}
\end{equation*}
$$

where $V=N_{s} a^{d}$ is the volume and $N_{s}$ is the number of lattice sites. Its temperature dependence at fixed pressure $P$ is determined by the isobaric thermal expansion coefficient

$$
\begin{equation*}
\alpha=-\frac{1}{\rho}\left(\frac{\partial \rho}{\partial T}\right)_{P} \tag{26}
\end{equation*}
$$

For $\alpha<0$, density increases with temperature and a region of anomalous density behavior is identified by a temperature of maximum density (TMD) line defined as $\alpha=0$. The pressure is fixed employing the Gibbs-Duhem relation $d P=\rho d \mu+$ $s d T=0$, where $s=-\frac{1}{V}\left(\frac{\partial \Omega}{\partial T}\right)_{\mu}$ is the entropy density and $P$ is related to the grand-canonical potential according to $-P V=$ $\Omega=\Omega_{\mathrm{SFT}}$.


FIG. 2. Density $\rho$ as a function of the reduced temperature $k_{B} T / U$ (bottom) and the temperature $T$ in nanokelvin units (top) at fixed pressures for hopping amplitudes: (a) $z J=0.06 U$, (b) $z J=0.12 U$, and (c) $z J=0.30 U$, considering a square lattice $(z=4)$.

TABLE I. Experimental parameters regarding potential depths $V_{0}$, scattering length $a_{s}$, and laser wavelengths $\lambda$ of optical lattices implemented using different alkali-metal elements, for the hopping amplitudes $z J=0.06 U$ and $z J=0.12 U$. The maximum temperatures in which density anomalies are observed in superfluid $T_{S F}$ and normal phases $T_{\mathrm{NA}}$ (the highlighted triangular points in Fig. 1 and Fig. 2) are also addressed. In the 2D scenarios, the vertical confinement is achieved by an optical potential along the $z$ axis. For rubidium-87 [38] the lattice depth is $V_{0, z}=26 E_{r}$, while the cesium-133 [58] atoms are confined in a Gaussian wave packet of width $a_{z}=0.30 \mu \mathrm{~m}$.

| Element | Geometry | $\lambda(\mathrm{nm})$ | $a_{s}\left(a_{0}\right)$ | $z J=0.06 U$ |  |  | $z J=0.12 U$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | $V_{0} / E_{r}$ | $T_{\mathrm{NA}}(\mathrm{nK})$ | $T_{\mathrm{SA}}(\mathrm{nK})$ | $V_{0} / E_{r}$ | $T_{\mathrm{NA}}(\mathrm{nK})$ | $T_{\text {SA }}(\mathrm{nK})$ |
| ${ }^{23} \mathrm{Na}$ [59] | Simple cubic ( $z=6$ ) | 595 | 52 | 18.30 | 88.35 | 10.68 | 15.49 | 74.67 | 17.82 |
| ${ }^{87} \mathrm{Rb}$ [7] | Simple cubic ( $z=6$ ) | 852 | 103 | 16.95 | 14.76 | 1.78 | 14.25 | 12.39 | 2.95 |
| ${ }^{87} \mathrm{Rb}$ [38] | Square ( $z=4$ ) | 1064 | 103 | 15.64 | 8.13 | 0.95 | 12.85 | 7.00 | 1.69 |
| ${ }^{133} \mathrm{Cs}$ [58] | Square ( $z=4$ ) | 1064 | 310 | 16.65 | 4.36 | 0.51 | 13.77 | 3.77 | 0.91 |

Considering a simple cubic lattice, with $z=6$, Figs. 1(a)1(c) illustrate the density $\rho$ versus the reduced temperature $k_{B} T / U$ at fixed pressures (represented as black lines) for increasing hopping amplitudes: (a) $z J=0.06 U$, (b) $z J=$ $0.12 U$, and (c) $z J=0.30 U$. The corresponding potential depths, which decrease from (a) to (c), and temperature scales in nanokelvin units are calculated considering atoms of rubidium-87, with realistic values based on the experiments performed by Greiner et al. [7]. The superfluid to normal phase boundary is illustrated as a reentrant dashed blue line and the blue filled area represents the superfluid phase. Figures 1(a) and 1(b) show that at sufficient high values of $V_{0}$ (low values of $z J / U$ ) there are two regions in which density presents a local maximum, with the TMD curves represented as orange dots: one at the normal phase [normal phase anomaly (NA)] and another at the superfluid phase [superfluid phase anomaly (SA)]. The maximum temperature values reached by the TMD curves are highlighted as triangular black points.

Figure 1(a) portrays a large area in the density versus temperature phase diagrams where the NA is present. However, as the hopping increases, according to Fig. 1(b), the anomaly occupies a smaller region in temperatures. In addition to the normal phase TMD, the superfluid phase also exhibits a density anomalous behavior illustrated in Fig. 1(a), with a few superfluid isobaric densities drawn in the inset. When the hopping becomes larger it dominates the free energy, leading the superfluid to occupy a bigger region in the phase diagram and suppressing both superfluid and normal anomalies, as presented in Fig. 1(c).

Analogously, Fig. 2 displays the two-dimensional results considering a square lattice geometry, with $z=4$. For comparison reasons, we chose the same ratios $z J / U$ as shown in Fig. 1. The superfluid domain exhibits a small retraction when compared to the simple cubic case. In spite of this, the same general behavior is observed. Specifically, Fig. 2(a) presents the density anomaly in both phases; the anomaly is reduced for a larger hopping amplitude as illustrated in Fig. 2(b) and finally it vanishes completely as shown in Fig. 2(c). For this two-dimensional system, the respective potential depths and temperature scales in nanokelvin units are calculated also considering atoms of rubidium-87, with parameters according to the experiments performed by Sherson et al. [38].

Although the upper temperature scales and potential depths addressed in Figs. 1 and 2 refer to specific setups using
rubidium-87, they can be adapted to other elements. Indeed, we collect in Table I the temperatures, $T_{\mathrm{SA}}$ and $T_{\mathrm{NA}}$, that must be achieved for experimentally detecting SA and NA not only for the previous cases of rubidium-87 but also for sodium- 23 [59] (in a simple cubic lattice) and cesium-133 [58,60,61] (in a square lattice). These points are marked as the triangular symbols over the TMD curves.
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z J=0.06 U \text { and } k_{B} T=0.023 U
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FIG. 3. Considering square $(d=2)$ and simple cubic $(d=3)$ lattices, the entropy (a) and thermal expansion coefficient (b) are exhibited as functions of the chemical potential $\mu$ for $z J=0.06 U$ at $k_{B} T=0.023 U$ deep in the superfluid regime. The respective insets depict the atomic limit $(J=0)$ scenario.


FIG. 4. Density distribution in the normal phase, considering harmonic confinement effects. (a) The two-dimensional configuration of a square optical lattice is created by counterpropagating red detuned laser beams. The additional harmonic effects are represented in (b), where the optical potential $V(\mathbf{r})$ and the intensity profile $I(\mathbf{r})$ are schematically shown. (c) The phase diagram $\rho$ versus $T$ for the configuration $V_{0}=15.64 E_{r}(z J=0.06 U)$ highlights two chosen temperatures $k_{B} T=0.08 U$ (blue) and $k_{B} T=0.18 U$ (red). Considering the LDA scenario, the density $\rho$ is mapped in the $x y$ plane for the respective temperatures in (d) and (e).

## V. RESIDUAL ENTROPY MECHANISM

The density anomalies in the normal fluid can be traced back to the ground-state phase transitions between Mott insulators of successive occupation numbers [62]. This anomalous behavior, present even in the absence of hopping, arises from the competition between the chemical potential, which promotes the boson occupation in the lattice, with the on-site repulsion interaction $U$, which favors the boson removal. As the temperature increases, entropy first favors filling up the sites but, for high enough temperatures, entropy increases by removing particles from the system to increase the mobility of the particles left. This is a classical behavior similar to that of liquid water, where bonding and nonbonding structures compete: at lower temperatures density increases by disrupting hydrogen bonds, while at higher temperatures enhanced particles' velocities increase the available volume, decreasing density. The difference here is that this phase is not completely destroyed by the hopping, persisting for values of the $J$ possible to be observed experimentally.

Indeed, the hopping brings another phenomenon not observed for $J=0$ : the SA, a quantum density anomaly. The physical origin of this behavior is also the competition between chemical potential and the repulsion $U$. But for the

SA the TMD line appears at lower temperatures and higher densities when compared with the NA, because in this case the hopping contributes to the temperature effects, favoring the movement and the spread of particle over the lattice.

Such competition of interaction scales can also be translated in terms of degeneracies and residual entropies. Inhibiting the hopping, a ground-state degeneracy, related to a phase transition in number occupation between Mott insulators, is settled whenever the chemical potential $\mu$ reaches an integer value of the interaction $U$. At such transition points, two states are equally accessible and this degeneracy accounts for an observed macroscopic residual entropy of $k_{B} \ln 2$ per site. For finite temperatures, these entropies develop into peaks near those points as the chemical potential is varied; see the inset of Fig. 3(a). By turning on the tunneling probability adiabatically the superfluid phase emerges exactly from Mott insulator transition points, mitigating residual entropies, since the previous degeneracy gets lifted. Thus, for a finite hopping transition, the mentioned entropy maxima remain deep in the superfluid phase but are less prominent, as shown in Fig. 3(a) for $z J=0.06 U$ and $k_{B} T=0.023 U$. Formally, the entropy peaks mark a change in the behavior of density with temperature according to the Maxwell
relation

$$
\begin{equation*}
\left(\frac{\partial s}{\partial \mu}\right)_{T}=\left(\frac{\partial \rho}{\partial T}\right)_{\mu}=-\rho \alpha_{\mu} \tag{27}
\end{equation*}
$$

which results in the sign flip of thermal expansion in the superfluid phase illustrated in Fig. 3(b).

## VI. 2D IN SITU OBSERVATION INCLUDING CONFINEMENT EFFECTS

On the basis of the recently developed in situ measurements of ultracold gases in optical lattices [63], we discuss a physical realization of the reported phenomenon considering rubidium87 atoms disposed in a square lattice, as Fig. 4(a) depicts. These modern tools encompass high resolution absorption [58,61], fluorescence imaging $[37,38]$, and even scanning electron microscopy [64], each technique with its specific applications. Considering the range of density and fluctuations presented here, our theoretical proposal appears better suited to the absorption imaging realized by Chin et al. [58,61], complementing the well-known time-of-flight methods which probe the system in momentum space. In such experimental framework, in situ density distributions $\rho(x, y)$ of 2D gases can be determined by performing absorption imaging perpendicular to the horizontal plane $x y$. This technique allows for mapping the occupation number at a single site resolution, providing direct access to density fluctuations, which is our ultimate goal in the analysis of the anomaly.

In our discussion, the confinement effects of the harmonic trapping field, represented in Fig. 4(b), are considered using a local density approximation (LDA). The harmonic confinement potential is given by $V_{h}(r)=\frac{1}{2} m \omega^{2} r^{2}$, where $r=$ $\sqrt{x^{2}+y^{2}}$ is the radial distance from the center of the trap and the associated oscillation frequency $\omega$ is fixed at $\omega / 2 \pi=$ 60 Hz , as typically chosen. Consequently, in the LDA framework the chemical potential across the lattice takes the form $\mu(r)=\mu_{0}-V_{h}(r)$. The lattice depth is held at $V_{0}=15.64 E_{r}$ ( $z J=0.06 U$ ), as already discussed in Fig. 2(a). Furthermore, the total number of particles is kept constant, $N_{\text {total }}=1096$, as well as the total pressure, $P_{\text {total }}=1.9765 U / a^{2}$. Under these described conditions, such quantities satisfy the equation of state $[65,66]$

$$
\begin{equation*}
P_{\text {total }}=\frac{m \omega^{2}}{2 \pi} N_{\text {total }}, \tag{28}
\end{equation*}
$$

as demonstrated in Appendix F. This simple relation implies that, if $N_{\text {total }}$ is fixed, then $P_{\text {total }}$ is naturally held constant. Given all these parameters, we restrict our analysis to the normal phase anomaly since the variations in density with temperature are more prominent.

Since we want to investigate how the density behaves when temperature is changed at fixed pressure, Figs. 4(d) and 4(e) exhibit the density $\rho$ on each lattice site of the $x y$ plane for temperatures $k_{B} T=0.08 U(T=2.97 \mathrm{nK})$ and $k_{B} T=0.18 U$ ( $T=6.68 \mathrm{nK}$ ), respectively. These two temperatures are also marked as blue and red straight lines in the phase diagram of Fig. 4(c), showing that only the normal phase is present. In


FIG. 5. Analysis of the setup presented in Fig. 4. Panel (a) shows the pressure $P$ for two different temperatures $\left(k_{B} T=0.08 U\right.$ and $\left.k_{B} T=0.18 U\right)$ and their relative differences $\Delta P / P$ as a function of the radial distance $r$. The gray area signals the distances where such pressure deviation becomes greater than $5 \%$. (b) The density profiles for these temperatures are exhibited as functions of the distance $r$ as well as their difference $\Delta \rho$, with the anomalous region ( $9 a<$ $r<14 a$ ) delimited by two TMD points (orange squares). (c) $\Delta \rho$ is represented as a color map in the $x y$ plane.
a qualitative perspective, we observed a melting of the steps as temperature is raised and a larger number fluctuations between the steps of integer density. Quantitatively, a closer look
at how the local pressure $P$ varies across the radial direction is discussed in Fig. 5(a). Due to the finite deviation between such temperatures $k_{B} \Delta T=0.1 U$, there are differences in pressure $\Delta P$ compared to their respective values at each site which are less than $5 \%$ until $r=14 a$. Larger distances are filled in gray, comprehending an area where the relative variation $\Delta P / P$ grows towards the boundaries of the lattice. Hence the pressure is kept approximately constant at each site except inside the gray area, where $r>14 a$. Figure 5(b) shows the radial density profiles in greater detail, with their difference $\Delta \rho$ in green. This curve shows oscillations, taking on positive values. These positive values indicate the density anomaly and are limited by two TMD points, shown as orange square points. Finally, Fig. 5(c) summarizes our analysis where the difference in density $\Delta \rho$ is represented through a color map in the $x y$ plane. The anomalous region $\Delta \rho>0$ denotes an increase in density with temperature at fixed pressure, while the regular behavior corresponds to $\Delta \rho<0$. As previously, the gray area excludes the regions where the local pressure does not remain fixed. Under these circumstances, we have shown a signature of the density anomaly in this 2 D configuration, illustrated as the red circular ring of Fig. 5(c).

## VII. CONCLUSION

We have predicted theoretically the occurrence of density anomaly in a quantum system considering parameters compatible with its experimental realization in optical lattices, within the framework described by the self-energy functional theory. It was also shown that the physical mechanism underlying normal density anomalies relies on the presence of a zero-point entropy in the atomic limit, marking phase transitions between Mott insulators with different occupation. The inclusion of the hopping amplitude (enabling the rise of a superfluid phase) lifts the ground-state degeneracy, generates correlations among different sites, and damps residual entropies and thermal expansion. Nevertheless, regions of anomalous density behavior can be found in a perturbative regime $(J \ll U)$ corresponding to atomic recoil energy being much smaller than the intensities of the confining field $E_{r} \ll$ $V_{0}$. For very intense confining fields waterlike anomalies are also found inside the superfluid regime, as was illustrated for the case of rubidium-87 in Figs. 1 and 2. Our proposition is that by understanding the competition between different physical mechanisms contributing to free energy, usually manifested through interactions between particles (but here including chemical potential and hopping), and the relation between residual entropy and ground-state phase transitions, it is possible to design and predict the phenomenology of density anomaly in systems other than liquid water, as illustrated here with optical lattices of rubidium-87, sodium-23, and cesium-133 atoms.
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## APPENDIX A: TENSOR PRODUCTS

The product $\mathbf{V}^{\alpha}(\tau)$ of a second-order tensor $\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ and a first-order tensor $\mathbf{F}^{\alpha}(\tau)$ comprises the sum over the superindex and integration in imaginary time according to

$$
\begin{equation*}
\mathbf{V}^{\alpha}(\tau)=\sum_{\gamma} \int_{0}^{\beta} d \tilde{\tau} \mathbf{M}_{\gamma}^{\alpha}(\tau, \tilde{\tau}) \mathbf{F}^{\gamma}(\tilde{\tau}) \tag{A1}
\end{equation*}
$$

Similarly, the product $\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ of two second-order tensors $\mathbf{A}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ and $\mathbf{B}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$ is defined by

$$
\begin{equation*}
\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)=\sum_{\gamma} \int_{0}^{\beta} d \tilde{\tau} \mathbf{A}_{\gamma}^{\alpha}(\tau, \tilde{\tau}) \mathbf{B}_{\beta}^{\gamma}\left(\tilde{\tau}, \tau^{\prime}\right) \tag{A2}
\end{equation*}
$$

As a consequence, a scalar $R=\mathbf{V}^{\dagger} \mathbf{M F}$, given by the contraction of two first-order tensors $\mathbf{V}^{\alpha}(\tau)$ and $\mathbf{F}^{\alpha}(\tau)$ with a second-order tensor $\mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right)$, can be expressed as

$$
\begin{equation*}
R=\sum_{\alpha \beta} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \mathbf{V}_{\alpha}^{\dagger}(\tau) \mathbf{M}_{\beta}^{\alpha}\left(\tau, \tau^{\prime}\right) \mathbf{F}^{\beta}\left(\tau^{\prime}\right) \tag{A3}
\end{equation*}
$$

Also, time and space translation invariances imply $\mathbf{M}_{\beta}^{\alpha}(\tau-$ $\left.\tau^{\prime}\right)=\mathbf{M}_{\mathbf{r}_{j}, v}^{\mathbf{r}_{i}, \eta}\left(\tau-\tau^{\prime}\right)=\mathbf{M}_{v}^{\eta}\left(\mathbf{r}_{i}-\mathbf{r}_{j}, \tau-\tau^{\prime}\right)$. The connection between the imaginary time domain and the Matsubara frequency space (with $\omega_{n}=\frac{2 \pi}{\beta} n$ ) is established through the Fourier relations

$$
\begin{gather*}
\mathbf{M}_{\beta}^{\alpha}\left(i \omega_{n}\right)=\int_{0}^{\beta} d \tau e^{i \omega_{n} \tau} \mathbf{M}_{\beta}^{\alpha}(\tau)  \tag{A4}\\
\mathbf{M}_{\beta}^{\alpha}(\tau)=\frac{1}{\beta} \sum_{n=-\infty}^{\infty} e^{-i \omega_{n} \tau} \mathbf{M}_{\beta}^{\alpha}\left(i \omega_{n}\right) . \tag{A5}
\end{gather*}
$$

Analogously, real and momentum spaces are related by

$$
\begin{align*}
\mathbf{M}_{v}^{\eta}(\mathbf{k}, \tau) & =\sum_{\mathbf{r}} e^{-i \mathbf{k} \cdot \mathbf{r}} \mathbf{M}_{v}^{\eta}(\mathbf{r}, \tau)  \tag{A6}\\
\mathbf{M}_{v}^{\eta}(\mathbf{r}, \tau) & =\frac{1}{N_{s}} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{r}} \mathbf{M}_{v}^{\eta}(\mathbf{k}, \tau) . \tag{A7}
\end{align*}
$$

Similar conclusions also hold for first-order tensors. Combining space and time translation invariances, in momentum and Matsubara frequency space the products exhibited by Eqs. (A1)-(A3) simplify to

$$
\begin{gather*}
\mathbf{V}^{\eta}=\sum_{v} \mathbf{M}_{v}^{\eta}\left(\mathbf{k}=\mathbf{0}, i \omega_{0}\right) \mathbf{F}^{v},  \tag{A8}\\
\mathbf{M}_{v}^{\eta}\left(\mathbf{k}, i \omega_{n}\right)=\sum_{\mu} \mathbf{A}_{\mu}^{\eta}\left(\mathbf{k}, i \omega_{n}\right) \mathbf{B}_{v}^{\mu}\left(\mathbf{k}, i \omega_{n}\right),  \tag{A9}\\
R=\beta N_{s} \sum_{\eta \nu} \mathbf{V}_{\eta}^{\dagger} \mathbf{M}_{v}^{\eta}\left(\mathbf{k}=\mathbf{0}, i \omega_{0}\right) \mathbf{F}^{\nu} . \tag{A10}
\end{gather*}
$$

## APPENDIX B: TRACES

## 1. General definitions

The traces presented in the functional formulations are defined as the complete contraction over superindices and a double integration in imaginary time according to

$$
\begin{equation*}
\operatorname{Tr}[\mathbf{M}]=\sum_{\gamma} \int_{0}^{\beta} \int_{0}^{\beta} d \tau d \tau^{\prime} \delta_{\gamma}\left(\tau-\tau^{\prime}\right) \mathbf{M}_{\gamma}^{\gamma}\left(\tau, \tau^{\prime}\right) \tag{B1}
\end{equation*}
$$

where $\delta_{\gamma}(\tau)=\delta_{\mathbf{r}_{i}, v}(\tau)=\delta\left(\tau-(-1)^{\nu} 0^{-}\right)$with $v=0,1$. The delta function is introduced in order to impose normal ordering of the diagonal Nambu components of M. Considering time and space translation invariances, the trace defined by Eq. (B1) becomes

$$
\begin{align*}
\operatorname{Tr}[\mathbf{M}] & =\beta N_{s} \sum_{v} \mathbf{M}_{v}^{\nu}\left[\mathbf{r}_{i}=\mathbf{0}, \tau=(-1)^{\nu} 0^{-}\right] \\
& =\sum_{v \mathbf{k} n} e^{i \omega_{n}(-1)^{\nu} 0^{+}} \mathbf{M}_{v}^{v}\left(\mathbf{k}, i \omega_{n}\right) \tag{B2}
\end{align*}
$$

The summation over Matsubara frequencies within the described limit can impose difficulties depending on the asymptotic behavior of $\mathbf{M}$. In order to improve the convergence properties of such sums, we analyze explicitly its high-frequency expansion in the following.

## 2. High-frequency expansion

We define the high-frequency expansion of

$$
\begin{equation*}
\mathbf{M}\left(\mathbf{k}, i \omega_{n}\right)=\mathcal{M}\left(\mathbf{k}, i \omega_{n}\right)+O\left(\left(i \omega_{n}\right)^{-\left(N_{h}+1\right)}\right) \tag{B3}
\end{equation*}
$$

up to order $N_{h}$ according to

$$
\begin{equation*}
\mathcal{M}\left(\mathbf{k}, i \omega_{n}\right)=\sum_{p=1}^{N_{h}} \mathbf{m}_{p}(\mathbf{k}) Q_{p}\left(i \omega_{n}\right), \tag{B4}
\end{equation*}
$$

where

$$
Q_{p}\left(i \omega_{n}\right)= \begin{cases}\frac{1}{\left(i \omega_{n}\right)^{p}}, & \omega_{n} \neq 0  \tag{B5}\\ 0, & \omega_{n}=0\end{cases}
$$

By adding and subtracting the term $\operatorname{Tr}[\mathcal{M}]$ in Eq. (B2), the corresponding trace can be expressed as

$$
\begin{align*}
\operatorname{Tr}[\mathbf{M}]= & \sum_{v \mathbf{k}}\left(\sum_{n}\left[\mathbf{M}\left(\mathbf{k}, i \omega_{n}\right)-\mathcal{M}\left(\mathbf{k}, i \omega_{n}\right)\right]_{v}^{v}\right. \\
& \left.+\beta \mathcal{M}_{v}^{v}\left[\mathbf{k}, \tau=(-1)^{v} 0^{-}\right]\right) \tag{B6}
\end{align*}
$$

since the asymptotic behavior $[\mathbf{M}-\mathcal{M}]_{v}^{\nu} \sim\left(i \omega_{n}\right)^{-\left(N_{h}+1\right)}$ allows us to drop the exponent present in the trace definition. Considering a finite number $N_{\omega}$ of Matsubara frequencies and a high-frequency expansion of order $N_{h}$, the trace approximation reads as

$$
\begin{align*}
\operatorname{Tr}[\mathbf{M}] \approx & \sum_{\nu \mathbf{k}}\left(\mathbf{M}_{v}^{v}\left(\mathbf{k}, i \omega_{0}\right)\right. \\
& +\sum_{n=-N_{\omega}}^{N_{\omega}}\left[\mathbf{M}\left(\mathbf{k}, i \omega_{n}\right)-\sum_{p=1}^{N_{h}} \frac{\mathbf{m}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}}\right]_{v}^{v} \\
& \left.+\beta \sum_{p=1}^{N_{h}}\left[\mathbf{m}_{p}(\mathbf{k})\right]_{v}^{v} Q_{p}\left[\mathbf{k}, \tau=(-1)^{\nu} 0^{-}\right]\right) \tag{B7}
\end{align*}
$$

where the primed sum excludes $\omega_{n}=0$. The calculations presented in this paper employ $N_{\omega}=1000$ with a secondorder $N_{h}=2$ tail expansion.

In order to compute the trace approximation of Eq. (B7), the functions $Q_{p}(\tau)$, Fourier transforms of $Q_{p}\left(i \omega_{n}\right)$, need to
be determined. The idea is to visualize them as sums of the residues [46] of a given complex function as follows:

$$
\begin{equation*}
Q_{p}(\tau)=\frac{1}{\beta} \sum_{n=-\infty}^{\infty} \frac{e^{-i \omega_{n} \tau}}{\left(i \omega_{n}\right)^{p}}=\sum_{n=-\infty}^{\infty} \operatorname{Res}\left[\frac{e^{-\tau z}}{z^{p}} h(z), i \omega_{n}\right] \tag{B8}
\end{equation*}
$$

with $h(z)=\left(1-e^{-\beta z}\right)^{-1}$. The poles $z=i \omega_{n}$ are located along the imaginary axis; then, the residue theorem allows us to relate the result to a contour integral, comprehending the imaginary axis of the complex plane

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \operatorname{Res}\left[\frac{e^{-\tau z}}{z^{p}} h(z), i \omega_{n}\right]=\oint_{C} \frac{d z}{2 \pi i} \frac{e^{-\tau z}}{z^{p}} h(z) \tag{B9}
\end{equation*}
$$

By deforming the original contour $C$ into two semicircles of infinite radius this same integral becomes

$$
\begin{equation*}
\oint_{C^{\prime}} \frac{d z}{2 \pi i} \frac{e^{-\tau z}}{z^{p}} h(z)=0, \tag{B10}
\end{equation*}
$$

once this new path $C^{\prime}$ encloses regions free of poles. By inserting Eq. (B10) into Eq. (B9) and comparing to Eq. (B8), $Q_{p}(\tau)$ is determined simply by $n=0$

$$
\begin{equation*}
Q_{p}(\tau)=-\operatorname{Res}\left[\frac{e^{-\tau z}}{z^{p}} h(z), 0\right] \tag{B11}
\end{equation*}
$$

The relevant pole $z=0$ is of order $p+1$; hence the corresponding residue is given by the formula

$$
\begin{equation*}
Q_{p}(\tau)=-\frac{1}{p!} \lim _{z \rightarrow 0}\left(\frac{d}{d z}\right)^{p} z e^{-\tau z} h(z) \tag{B12}
\end{equation*}
$$

with the following first-order terms:

$$
\begin{gather*}
Q_{1}(\tau)=(2 \tau-\beta) /(2 \beta)  \tag{B13}\\
Q_{2}(\tau)=\left(-6 \tau^{2}+6 \beta \tau-\beta^{2}\right) /(12 \beta) \tag{B14}
\end{gather*}
$$

Since the functions $Q_{p}(\tau)$ are periodic on the interval $\tau \in$ $(0, \beta)$, the respective zero time limits are

$$
\begin{gather*}
Q_{1}\left[\tau=(-1)^{v} 0^{-}\right]=(-1)^{v} / 2  \tag{B15}\\
Q_{2}\left[\tau=(-1)^{v} 0^{-}\right]=-\beta / 12 \tag{B16}
\end{gather*}
$$

## 3. Trace of logarithm

Besides the already mentioned ordinary traces, the selfenergy functionals also contain traces regarding the logarithm of the Green's function G. Actually, in order to guarantee the correct noninteracting limit, a regularization factor must be included. Therefore, we define the regularized Matsubara trace logarithm functional $\mathcal{L}[\mathbf{G}]$,

$$
\begin{equation*}
\mathcal{L}[\mathbf{G}]=\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}^{-1}\right]-\frac{1}{2} \operatorname{Tr} \ln \left[-\mathbf{G}_{r}^{-1}\right] \tag{B17}
\end{equation*}
$$

with the regularization carried by the second-order tensor

$$
\mathbf{G}_{r}\left(i \omega_{n}\right)= \begin{cases}-\beta \mathbf{1}, & \omega_{n}=0  \tag{B18}\\ \frac{\sigma_{z}}{i \omega_{n}}, & \omega_{n} \neq 0\end{cases}
$$

According to Eq. (B2), such trace is represented as

$$
\mathcal{L}[\mathbf{G}]=-\frac{1}{2} \sum_{\nu \mathbf{k} n} e^{i \omega_{n}(-1)^{\nu} 0^{+}}\left\{\ln \left[\mathbf{G}_{r}^{-1} \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]\right\}_{v}^{\nu}
$$

and the approximation described by Eq. (B7) yields

$$
\begin{align*}
\mathcal{L}[\mathbf{G}] \approx & -\frac{1}{2} \sum_{\nu \mathbf{k}}\left(\ln \left[-\mathbf{G}\left(\mathbf{k}, i \omega_{0}\right) / \beta\right]_{v}^{v}\right. \\
& +\sum_{n=-N_{\omega}}^{N_{\omega}},\left[\ln \left[\left(\sigma_{z} i \omega_{n}\right) \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]-\sum_{p=1}^{N_{h}} \frac{\mathbf{q}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}}\right]_{v}^{v} \\
& \left.+\beta \sum_{p=1}^{N_{h}}\left[\mathbf{q}_{p}(\mathbf{k})\right]_{v}^{v} Q_{p}\left[\mathbf{k}, \tau=(-1)^{v} 0^{-}\right]\right) . \tag{B19}
\end{align*}
$$

The terms $\mathbf{q}_{p}(\mathbf{k})$ are the coefficients from the high-frequency expansion of $\ln \left[\left(\sigma_{z} i \omega_{n}\right) \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]=\sum_{p=1}^{\infty} \frac{\mathbf{q}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}}$ given explicitly by

$$
\begin{gather*}
\mathbf{q}_{1}(\mathbf{k})=\sigma_{z} \mathbf{c}_{2}(\mathbf{k})  \tag{B20}\\
\mathbf{q}_{2}(\mathbf{k})=\sigma_{z} \mathbf{c}_{3}(\mathbf{k})-\frac{\left[\sigma_{z} \mathbf{c}_{2}(\mathbf{k})\right]^{2}}{2} \tag{B21}
\end{gather*}
$$

until second order, where $\mathbf{c}_{p}(\mathbf{k})$ are the coefficients in the high-frequency expansion of the Green's function

$$
\begin{equation*}
\mathbf{G}\left(i \omega_{n}\right)=\sum_{p=1}^{\infty} \frac{\mathbf{c}_{p}(\mathbf{k})}{\left(i \omega_{n}\right)^{p}} \tag{B22}
\end{equation*}
$$

Hence, using second-order tail corrections, the Matsubara trace logarithm exposed in Eq. (B19) reads as

$$
\begin{align*}
\mathcal{L}[\mathbf{G}] \approx & -\frac{1}{2} \sum_{v, \mathbf{k}}\left(\ln \left[-\mathbf{G}\left(\mathbf{k}, i \omega_{0}\right) / \beta\right]+\frac{\beta}{2} \mathbf{c}_{2}(\mathbf{k})-\frac{\beta^{2}}{12} \mathbf{q}_{2}(\mathbf{k})\right. \\
& \left.+\sum_{n=-N_{\omega}}^{N_{\omega}}\left[\ln \left[\left(\sigma_{z} i \omega_{n}\right) \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)\right]-\frac{\mathbf{q}_{2}(\mathbf{k})}{\left(i \omega_{n}\right)^{2}}\right]\right)_{v}^{v} \tag{B23}
\end{align*}
$$

## APPENDIX C: REFERENCE SYSTEM

In the basis of local occupation number states, we generate matrix representations for the reference system Hamiltonian $H^{\prime}$ of Eq. (24) and the bosonic creation and annihilation operators $b^{\dagger}$ and $b$. A cutoff $N_{\max }=10$ bounding the occupation number from above is introduced. The diagonalization of the Hamiltonian $H^{\prime}$ provides its eigenvalues $E_{n}$ and eigenvectors $|n\rangle$. Given these procedures, the partition function is written as

$$
\begin{equation*}
\mathcal{Z}^{\prime}=\sum_{n} e^{-\beta E_{n}} \tag{C1}
\end{equation*}
$$

from which we derive the reference system free energy

$$
\begin{equation*}
\Omega^{\prime}=-\frac{1}{\beta} \ln \left[\mathcal{Z}^{\prime}\right] \tag{C2}
\end{equation*}
$$

Regarding the propagators, the static expectation value of $\mathbf{b}$, defined in Eq. (8), is given by

$$
\begin{equation*}
\boldsymbol{\Phi}^{\prime}=\langle\mathbf{b}\rangle=\frac{1}{\mathcal{Z}^{\prime}} \sum_{n} e^{-\beta E_{n}}\langle n| \mathbf{b}|n\rangle \tag{C3}
\end{equation*}
$$

and the connected Green's function of Eq. (9)

$$
\begin{equation*}
\mathbf{G}^{\prime}(\tau)=-\left\langle\mathbf{b}(\tau) \mathbf{b}^{\dagger}\right\rangle+\boldsymbol{\Phi}^{\prime} \boldsymbol{\Phi}^{\prime \dagger} \tag{C4}
\end{equation*}
$$

expressed in the Matsubara frequency space yields

$$
\begin{align*}
\mathbf{G}^{\prime}\left(i \omega_{n}\right)= & \frac{1}{\mathcal{Z}^{\prime}} \sum_{n, m} \frac{\left(e^{-\beta E_{n}}-e^{-\beta E_{m}}\right)}{i \omega_{n}+E_{n}-E_{m}}\langle n| \mathbf{b}|m\rangle\langle m| \mathbf{b}^{\dagger}|n\rangle \\
& -\delta_{\omega_{n}, 0} \beta \frac{1}{\mathcal{Z}^{\prime}} \sum_{n} e^{-\beta E_{n}}\langle n| \mathbf{b}|n\rangle\langle n| \mathbf{b}^{\dagger}|n\rangle \\
& +\delta_{\omega_{n}, 0} \beta \boldsymbol{\Phi}^{\prime} \boldsymbol{\Phi}^{\prime \dagger} \tag{C5}
\end{align*}
$$

The noninteracting Green's function is determined by setting $U=0$ in Eq. (24),

$$
\begin{equation*}
\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)=\sigma_{z} i \omega_{n}+\mathbf{1} \mu-\boldsymbol{\Delta} \tag{C6}
\end{equation*}
$$

while the self-energies follow from the Dyson equations, Eqs. (19) and (20), as

$$
\begin{gather*}
\boldsymbol{\Sigma}_{1 / 2}^{\prime}=\mathbf{F}^{\prime}-\mathbf{G}_{0}^{-1}\left(i \omega_{0}\right) \boldsymbol{\Phi}^{\prime},  \tag{C7}\\
\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right)=\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)-\mathbf{G}^{\prime-1}\left(i \omega_{n}\right) \tag{C8}
\end{gather*}
$$

## APPENDIX D: LATTICE SYSTEM

Considering the lattice system, the noninteracting Green's function satisfies

$$
\begin{equation*}
\mathbf{G}_{0}^{-1}\left(\mathbf{k}, i \omega_{n}\right)=\sigma_{z} i \omega_{n}+\mathbf{1}\left(\mu-\epsilon_{\mathbf{k}}\right), \tag{D1}
\end{equation*}
$$

where $\epsilon_{\mathbf{k}}$ is the energy dispersion relation

$$
\begin{equation*}
\epsilon_{\mathbf{k}}=-2 J \sum_{i=1}^{d} \cos \left(k_{i} a\right) \tag{D2}
\end{equation*}
$$

for a hypercubic lattice in $d$ dimensions. Also, the interacting lattice Green's function follows from Eq. (20) as

$$
\begin{equation*}
\mathbf{G}^{-1}\left(\mathbf{k}, i \omega_{n}\right)=\mathbf{G}_{0}^{-1}\left(\mathbf{k}, i \omega_{n}\right)-\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right) \tag{D3}
\end{equation*}
$$

evaluated at the reference system self-energy $\boldsymbol{\Sigma}^{\prime}$. According to Eq. (19), the other Dyson equation implies

$$
\begin{equation*}
\boldsymbol{\Phi}=-\mathbf{G}_{\mathbf{0}}\left(i \omega_{0}\right) \boldsymbol{\Sigma}_{1 / 2}^{\prime} \tag{D4}
\end{equation*}
$$

taking into account that $\mathbf{F}=\mathbf{0}$, since there is no symmetry breaking field on the complete lattice.

## APPENDIX E: HIGH-FREQUENCY EXPANSION OF THE GREEN'S FUNCTION

To complete the evaluation of the trace $\log$ functional of Eq. (B23), the coefficients $\mathbf{c}_{p}$, regarding the tail expansion of the Green's function in Eq. (B22), remain to be determined for both reference and lattice systems.

## 1. Reference system

By expressing the Matsubara Green's function as a Fourier transform of the imaginary time Green's function, successive
integration by parts yields

$$
\begin{align*}
\mathbf{G}^{\prime}\left(i \omega_{n}\right) & =\int_{0}^{\beta} d \tau e^{i \omega_{n} \tau} \mathbf{G}^{\prime}(\tau) \\
& =\sum_{p=0}^{\infty}(-1)^{p} \frac{\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(\beta^{-}\right)-\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(0^{+}\right)}{\left(i \omega_{n}\right)^{p+1}} \tag{E1}
\end{align*}
$$

Therefore, the high-frequency expansion coefficients take the form

$$
\begin{equation*}
\mathbf{c}_{p+1}^{\prime}=(-1)^{p}\left[\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(\beta^{-}\right)-\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(0^{+}\right)\right] \tag{E2}
\end{equation*}
$$

From the definition of the Green's function as the timeordered expectation value of Eq. (C4) and the equation of motion satisfied by $\mathbf{b}(\tau)$

$$
\begin{equation*}
\partial_{\tau} \mathbf{b}(\tau)=\left[H^{\prime}, \mathbf{b}(\tau)\right], \tag{E3}
\end{equation*}
$$

we extract the imaginary time derivative of $\mathbf{G}^{\prime}(\tau)$ :

$$
\begin{equation*}
\partial_{\tau} \mathbf{G}(\tau)=-\left\langle\left[H^{\prime}, \mathbf{b}(\tau)\right] \mathbf{b}^{\dagger}\right\rangle \tag{E4}
\end{equation*}
$$

By induction on Eq. (E3) and Eq. (E4), the derivative of order $p$ reads as

$$
\begin{equation*}
\partial_{\tau}^{p} \mathbf{G}(\tau)=-\left\langle\left[\left[H^{\prime}, \mathbf{b}(\tau)\right]\right]^{(p)} \mathbf{b}^{\dagger}\right\rangle \tag{E5}
\end{equation*}
$$

with $\left[\left[H^{\prime}, \mathbf{b}(\tau)\right]\right]^{(p)}=[H, \ldots,[H,[H, \mathbf{b}(\tau)]] \ldots]$ the left side commutator of $H^{\prime}$ with $\mathbf{b}(\tau)$ applied $p$ times. The evaluation of such derivatives at the imaginary times $\tau=0^{+}$and $\tau=\beta^{-}$allows us to fix the time ordering

$$
\begin{align*}
\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(0^{+}\right) & =-\left\langle\left[\left[H^{\prime}, \mathbf{b}\right]\right]^{(p)} \mathbf{b}^{\dagger}\right\rangle,  \tag{E6}\\
\partial_{\tau}^{p} \mathbf{G}^{\prime}\left(\beta^{-}\right) & =-\left\langle\mathbf{b}^{\dagger}\left[\left[H^{\prime}, \mathbf{b}\right]\right]^{(p)}\right\rangle . \tag{E7}
\end{align*}
$$

Inserting these results into Eq. (E2), the desired coefficients simplify to

$$
\begin{equation*}
\mathbf{c}_{p+1}^{\prime}=(-1)^{p}\left\langle\left[\left[\left[H^{\prime}, \mathbf{b}\right]\right]^{(p)}, \mathbf{b}^{\dagger}\right]\right\rangle \tag{E8}
\end{equation*}
$$

Explicitly, the first-order terms are

$$
\begin{gather*}
\mathbf{c}_{1}^{\prime}=\left\langle\left[\mathbf{b}, \mathbf{b}^{\dagger}\right]\right\rangle=\sigma_{z},  \tag{E9}\\
\mathbf{c}_{2}^{\prime}=-\left\langle\left[\left[H^{\prime}, \mathbf{b}\right], \mathbf{b}^{\dagger}\right]\right\rangle,  \tag{E10}\\
\mathbf{c}_{3}^{\prime}=\left\langle\left[\left[H^{\prime},\left[H^{\prime}, \mathbf{b}\right]\right], \mathbf{b}^{\dagger}\right]\right\rangle . \tag{E11}
\end{gather*}
$$

## 2. Lattice system

According to Eqs. (D1) and (D3), the lattice Green's function $\mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)$ presents a tail expansion of the form

$$
\begin{aligned}
& \mathbf{G}\left(\mathbf{k}, i \omega_{n}\right)=\frac{\sigma_{z}}{i \omega_{n}}+\frac{\sigma_{z}\left[\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right] \sigma_{z}}{\left(i \omega_{n}\right)^{2}} \\
& +\frac{\sigma_{z} \mathbf{s}_{1}^{\prime} \sigma_{z}+\left\{\sigma_{z}\left[\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right]\right\}^{2} \sigma_{z}}{\left(i \omega_{n}\right)^{3}}+O\left(\frac{1}{\left(i \omega_{n}\right)^{4}}\right),
\end{aligned}
$$

where $\mathbf{s}_{p}^{\prime}$ are the high-frequency expansion coefficients of the reference system's self-energy $\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right)=\sum_{p=1}^{\infty} \frac{\mathbf{s}_{p}^{\prime}}{\left(i \omega_{n}\right)^{p}}$. Hence the first-order terms are

$$
\begin{gather*}
\mathbf{c}_{1}(\mathbf{k})=\sigma_{z}  \tag{E12}\\
\mathbf{c}_{2}(\mathbf{k})=\sigma_{z}\left[\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right] \sigma_{z}  \tag{E13}\\
\mathbf{c}_{3}(\mathbf{k})=\sigma_{z} \mathbf{s}_{1}^{\prime} \sigma_{z}+\left\{\sigma_{z}\left[\mathbf{1}\left(\epsilon_{\mathbf{k}}-\mu\right)+\mathbf{s}_{0}^{\prime}\right]\right\}^{2} \sigma_{z} \tag{E14}
\end{gather*}
$$

To determine the coefficients $\mathbf{s}_{p}^{\prime}$ of the self-energy $\boldsymbol{\Sigma}^{\prime}\left(i \omega_{n}\right)=$ $\mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)-\mathbf{G}^{\prime-1}\left(i \omega_{n}\right)$, we need to compute the inverse of $\mathbf{G}^{\prime}$, given by

$$
\begin{aligned}
\mathbf{G}^{\prime-1}\left(i \omega_{n}\right)= & {\left[\frac{\sigma_{z}}{i \omega_{n}}+\sum_{p=2}^{\infty} \frac{\mathbf{c}_{p}^{\prime}}{\left(i \omega_{n}\right)^{p}}\right]^{-1} } \\
= & \sigma_{z} i \omega_{n}-\sigma_{z} \mathbf{c}_{2}^{\prime} \sigma_{z} \\
& +\frac{-\sigma_{z} \mathbf{c}_{3}^{\prime} \sigma_{z}+\left(\sigma_{z} \mathbf{c}_{2}^{\prime}\right)^{2} \sigma_{z}}{i \omega_{n}}+O\left(\frac{1}{\left(i \omega_{n}\right)^{2}}\right) .
\end{aligned}
$$

Then, the previous result combined to Eq. (C6) implies

$$
\begin{aligned}
\mathbf{\Sigma}^{\prime-1}\left(i \omega_{n}\right)= & \mathbf{G}_{0}^{\prime-1}\left(i \omega_{n}\right)-\mathbf{G}^{\prime-1}\left(i \omega_{n}\right) \\
= & \mathbf{1} \mu-\boldsymbol{\Delta}+\sigma_{z} \mathbf{c}_{2}^{\prime} \sigma_{z} \\
& -\frac{-\sigma_{z} \mathbf{c}_{3}^{\prime} \sigma_{z}+\left(\sigma_{z} \mathbf{c}_{2}^{\prime}\right)^{2} \sigma_{z}}{i \omega_{n}}+O\left(\frac{1}{\left(i \omega_{n}\right)^{2}}\right) .
\end{aligned}
$$

Consequently, the first-order coefficients of the self-energy tail expansion can be written as

$$
\begin{align*}
& \mathbf{s}_{0}^{\prime}=\mathbf{1} \mu-\mathbf{\Delta}+\sigma_{z} \mathbf{c}_{2}^{\prime} \sigma_{z}  \tag{E15}\\
& \mathbf{s}_{1}^{\prime}=\sigma_{z} \mathbf{c}_{3}^{\prime} \sigma_{z}-\left(\sigma_{z} \mathbf{c}_{2}^{\prime}\right)^{2} \sigma_{z} \tag{E16}
\end{align*}
$$

From these terms, the desired lattice Green's function coefficients are evaluated according to Eqs. (E12)-(E14).

## APPENDIX F: EQUATION OF STATE AND PRESSURE

Considering the two-dimensional setup discussed in Sec. VI, the total pressure $P_{\text {total }}$ is evaluated by integrating the Gibbs-Duhem relation $d P=\rho d \mu+s d T$ at fixed temperature $T$ over the lattice

$$
\begin{equation*}
P_{\text {total }}=\int_{-\infty}^{\mu_{0}} \rho d \mu=-\int_{0}^{\infty} \rho(r) \frac{d \mu}{d r} d r \tag{F1}
\end{equation*}
$$

For an isotropic harmonic trap in the $x y$ plane, $\mu=\mu_{0}-$
$\frac{1}{2} m \omega^{2} r^{2}$ and $\frac{d \mu}{d r}=-m \omega^{2} r$; then Eq. (F1) becomes

$$
\begin{equation*}
P_{\text {total }}=m \omega^{2} \int_{0}^{\infty} \rho(r) r d r \tag{F2}
\end{equation*}
$$

The total number of particles $N_{\text {total }}$ is obtained by integration of the local density $\rho(r)$ according to

$$
\begin{equation*}
N_{\text {total }}=2 \pi \int_{0}^{\infty} \rho(r) r d r \tag{F3}
\end{equation*}
$$

Comparing both Eqs. (F2) and (F3), we deduce the equation of state,

$$
\begin{equation*}
P_{\text {total }}=\frac{m \omega^{2}}{2 \pi} N_{\text {total }} \tag{F4}
\end{equation*}
$$

valid for 2D gases including an isotropic harmonic confinement $[65,66]$. There is also another interesting observation concerning the value of the fixed total pressure. Since the density $\rho$ is a derivative of the free energy $\Omega$, see Eq. (25),
we can write $P_{\text {total }}$ as

$$
\begin{align*}
P_{\text {total }} & =-\int_{-\infty}^{\mu_{0}} \frac{1}{V}\left(\frac{\partial \Omega}{\partial \mu}\right)_{T} d \mu \\
& =\frac{1}{V}\left[\Omega(\mu=-\infty)-\Omega\left(\mu_{0}\right)\right] \tag{F5}
\end{align*}
$$

Considering that $\Omega(\mu=-\infty)=0$ and $-P V=\Omega$, the total pressure is equal to the local pressure at the center of the trap

$$
\begin{equation*}
P_{\text {total }}=P\left(\mu_{0}\right)=P(r=0) \tag{F6}
\end{equation*}
$$

as Fig. 5(a) confirms.
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#### Abstract

Considering the thermodynamics of bosons in a lattice described by the Bose-Hubbard Hamiltonian, we report the occurrence of anomalous double peaks in their specific heat dependence on temperature. This feature, usually associated with a high geometrical frustration, can also be a consequence of a purely energetic competition. By employing self-energy functional calculations combined with finite-temperature perturbation theory, we propose a mechanism based on ground-state degeneracies expressed as residual entropies. A general decomposition of the specific heat regarding all possible transitions between the system's eingenvalues provides an insight into the nature of each maximum. Furthermore, we address how the model parameters modify the structure of these peaks based on its spectral properties and atom-atom correlation function.
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## I. INTRODUCTION

In the field of condensed matter physics, the specific heat is a valuable physical observable that provides general information regarding the energy spectrum of a system, a key to its microscopic details [1, 2]. It encodes information on the entropy, a useful thermodynamic quantity directly connected to such microscopic degrees of freedom, in general inaccessible by direct measurements. Among interesting anomalous properties, the appearance of a second peak in the specific heat at low temperatures, known as the Schottky-type anomaly, is experimentally and theoretically observed in several frustrated systems. Typical examples are the magnetic systems on geometrically frustrated lattices with kagome, triangular, or pyrochlore structures. Experimentally, the doublepeak anomaly is measured in magnetic pyrochlore oxides [3], the canonical spin-ice materials $\mathrm{Dy}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}[4-6]$ and $\mathrm{Tb}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}[7]$, their mixtures $\mathrm{Dy}_{2-x} \mathrm{~Tb}_{x} \mathrm{Ti}_{2} \mathrm{O}_{7}$ [8], lead-based pyrochlores [9], and spin glasses like $\mathrm{R}_{2} \mathrm{Mo}_{2} \mathrm{O}_{7}$ ( $\mathrm{R}=\mathrm{Y}, \mathrm{Sm}$, or Gd ) [10]. Other examples include heavyfermion compounds [11, 12], bosonic superfluids in spindimer networks [13], $\mathrm{CO}_{2} \mathrm{~N}_{2}$ plasma [14], lipid bilayers containing colesterol [15], as wells as mixtures of liquid crystal and nanoparticles [16]. In a theoretical framework, the anomaly was verified for spin models with antiferromagnetic Heisenberg interactions [17-22], Ising pyrochlore magnets using Monte Carlo simulations [23, 24], Ising models [25-28] in distinct geometries, and quantum ferrimagnets [29].

Since the entropy dependence on temperature determines the specific heat of a given system, this thermodynamic quantity is a relevant ingredient to the presented anomaly. Fundamentally, the geometrical frustration arises from a conflict between the interaction degrees of freedom and the underlying crystal geometry [30]. The described frustration leads to a macro-

[^11]scopic degeneracy computed as a ground-state finite entropy, the so-called residual entropy. Linus Pauling provided one of the first examples of geometrical frustration when describing the low-temperature ordering of protons in water ice $\mathrm{I}_{h}$ [31]. The many ways of satisfying the lowest-energy state which reconcile the crystal structure of ice with the known bond lengths were given by the Bernal-Fowler rules [32]. Based on their prescription, Pauling calculated the ground-state entropy per hydrogen atom of $(1 / 2) R \ln (3 / 2) \approx 1.68 \mathrm{~J} \mathrm{~mol}^{-1} \mathrm{~K}^{-1}$. Interestingly, a similar physical mechanism is verified for the already mentioned highly frustrated pyrochlore magnets, constituting the named spin-ice materials [4, 33]. The particular ways these systems can fluctuate between such multiple ground-state configurations can be responsible not only for the anomalies addressed but also for the emergence of all sorts of novel behaviors in fluid and solid phases, including even an artificial edition of electromagnetism [34].

In this work, we report the occurrence of the doublepeak specific heat anomaly in the Bose-Hubbard model based on theoretical calculations. The Bose-Hubbard model [35-37] is a paradigm system studied in quantum mechanics. Since its experimental realization in optical lattices [38], the ultracold atomic physics has been developing a myriad of experimental and theoretical tools currently used to investigate quantum phase transitions, quantum coherence, and quantum computation [39-41]. Also, a great advantage regarding the arena of optical lattices is the sharp experimental control over parameters such as dimensionality, lattice structure, composition, and atomic interactions [42-45]. More specifically, the high-definition in situ imaging acquired through absorption $[46,47]$ and fluorescence techniques $[48,49]$ enables a precise evaluation of the specific heat [50]. Here we present an alternative mechanism of frustration observed in this model, devoting some attention to the influence of correlations created by a finite tunneling amplitude. In the previously mentioned systems, the frustration essentially derives from the incompatibilities between geometry and interactions; in the Bose-Hubbard
model, the frustration is a consequence of the competition between lattice occupation and local interactions. The main ingredient, a ground-state residual entropy, is also present. Our methodology comprehends numerical tools for treating the many-body thermodynamics of the bosons: self-energy functional theory (SFT) calculations [51, 52] (closely related to BDMFT approaches) and finite-temperature perturbation theory (PT) [53, 54].

The paper is structured as follows. In Sec. II we describe the Bose-Hubbard model, its relevant parameters, and the methodologies employed in our numerical calculations. The double-peak structure of the specific heat is first discussed for the atomic limit in Sec. III. The emergence of residual entropies and a specific heat decomposition based on all possible transitions between the energy levels of the spectrum are also discussed. Section IV addresses the effects of a finite hopping amplitude, including the analysis of spectral and correlation functions. Our main findings and final considerations are summarized in Sec. V.

## II. MODEL AND METHODS

In the Bose-Hubbard model [35-37], the itinerant bosons occupying the lowest-energy band in a lattice are described by the Hamiltonian

$$
\begin{equation*}
H=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j}+\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i} \tag{1}
\end{equation*}
$$

where $b_{i}^{\dagger}, b_{i}, n_{i}$ represent the bosonic creation, annihilation, and number operators at site $i$, respectively; $\mu$ is the chemical potential. The parameter $U$ designates the on-site interaction (typically repulsive, taking positive values) and $J$ accounts for the hopping amplitude, a kinetic term involving the probability of tunneling between first neighbor sites.

We explore simple cubic [38] and square lattice [46, 49] configurations, extensively studied in experiments throughout the last 20 years. The thermodynamic properties of the bosons are mapped through a variational and non-perturbative self-consistent approach, the selfenergy functional theory derived by Hügel et al. [51, 52], based on the original works for fermions by Potthoff [55]. The formalism, which contemplates the $U(1)$ symmetry breaking and BDMFT approaches [56-60], relies on successive Legendre transformations of the free-energy functional $\Omega$ producing a new functional of the self-energies. In a general panorama, such approximation strategy constricts the self-energy domain to a subspace of selfenergies regarding a simpler reference system. Consequently, the original problem is simplified into seeking stationary solutions of this new functional, which is exact, in terms of the reference system's free propagators. When appropriate, we also complement our results with finite-temperature perturbation theory around the atomic limit. Both methods are detailed in the Supplemental Material.

Given the equilibrium free energy $\Omega$ obtained from the previously cited techniques, the specific heat is explicitly given by

$$
\begin{equation*}
c_{\mu}=-\frac{T}{N_{s}}\left(\frac{\partial^{2} \Omega}{\partial T^{2}}\right)_{\mu}=T\left(\frac{\partial s}{\partial T}\right)_{\mu} \tag{2}
\end{equation*}
$$

where $T$ is the temperature and $s$ is the thermodynamic entropy per site

$$
\begin{equation*}
s=-\frac{1}{N_{s}}\left(\frac{\partial \Omega}{\partial T}\right)_{\mu} \tag{3}
\end{equation*}
$$

considering $N_{s}$ sites at a fixed chemical potential $\mu$.

## III. THE ATOMIC LIMIT $(J=0)$

In the following, we show the double-peak structure of $c_{\mu}$ as a function of $T$, considering the atomic limit $(J=0)$. In the absence of the hopping amplitude, there is no superfluid phase and the bosons are found in a normal fluid state. The Hamiltonian described by Eq. (1) becomes

$$
\begin{equation*}
H^{(0)}=\frac{U}{2} \sum_{i} n_{i}\left(n_{i}-1\right)-\mu \sum_{i} n_{i} \tag{4}
\end{equation*}
$$

a sum of single-site Hamiltonians $H_{i}^{(0)}$ which can be diagonalized by the number operators eigenvectors $\left|n_{i}\right\rangle$. Thus, the energy eigenvalue of a single site with occupation $n$ is expressed by

$$
\begin{equation*}
E_{n}=\frac{U}{2} n(n-1)-\mu n \tag{5}
\end{equation*}
$$

In this scenario, the grand-canonical partition function

$$
\begin{equation*}
\mathcal{Z}^{(0)}(T, \mu)=\operatorname{Tr}\left[e^{-\beta H^{(0)}}\right]=\prod_{i=1}^{N_{s}} \mathcal{Z}_{i}^{(0)}=\left[\mathcal{Z}_{1}^{(0)}\right]^{N_{s}} \tag{6}
\end{equation*}
$$

becomes simply a product of single-site partition functions

$$
\begin{equation*}
\mathcal{Z}_{1}^{(0)}(T, \mu)=\sum_{n=0}^{\infty} e^{-\beta E_{n}} \tag{7}
\end{equation*}
$$

where $\beta=1 / k_{B} T$ and $k_{B}$ is the Boltzmann constant. The free-energy potential $\Omega^{(0)}$ follows directly from Eqs. (6) and (7) according to

$$
\begin{equation*}
\Omega^{(0)}(T, \mu)=-\frac{1}{\beta} \ln \mathcal{Z}^{(0)}=-\frac{N_{s}}{\beta} \ln \mathcal{Z}_{1}^{(0)} \tag{8}
\end{equation*}
$$

Fig. 1(a) portrays the specific heat $c_{\mu}$ as a function of the temperature $T$ in a three-dimensional diagram including a wide range of chemical potential values (in different colors), with the loci of maxima represented as dotted and continuous black lines in the $\mu T$ plane. At zero temperature, there are ground-state phase transitions (GSPT) between Mott insulators of successive occupation numbers whenever the chemical potential $\mu$ takes


FIG. 1. Finite-temperature analysis of the specific heat and entropy in the atomic limit $J=0$. (a) The 3D diagram portrays the specific heat $c_{\mu}$ as a function of the temperature $T$ in a wide range of chemical potential values. The continuous and dotted black curves in the $\mu T$ plane represent the loci of the maximum values attained by $c_{\mu}$. Red dots denote ground-state phase transitions between Mott insulators. In (b) is shown a detailed vision on the temperature dependence of $c_{\mu}$ considering the values $\mu=0.7 U, 0.8 U$ and $0.9 U$, portrayed by the inset. Panel (c) contains the entropy per site $s$ as temperature varies for $\mu=0.8 U, 0.9 U, 0.95 U$ and $0.99 U$.
on integer values of the local interaction $U$ [52, 61], shown as red dots. At higher temperatures, it is observed a maximum at any value of fixed $\mu$, symbolized by dotted lines. However, as the chemical potential approaches integer values of the interaction, the specific heat develops another peak at low temperatures (the continuous black lines), which is connected to its corresponding GSPT. The low- and high-temperature maxima start to merge together as the chemical potential values move away from the integers values of $U$, finally coalescing in a single peak according to Fig. 1(b).

The entropy dependence on temperature illustrated in Fig. 1(c) suggests that the low-temperature maxima are related to a residual entropy per site of $k_{B} \ln 2$. This zero-point entropy is due to the degeneracy established at the GSPT between states with different occupations. As the chemical potential approaches the integer multiples of the local interaction, the entropy curves develop a sharp step towards the residual value $k_{B} \ln 2$ which induces a change in their concavities. This behavior leads to a Schottky-like peak at low temperatures close to the critical points.

A deeper understanding on the evolution of the reported double-peak structure can be attained by the following decomposition

$$
\begin{equation*}
c_{\mu}=\sum_{n<m} c_{\mu}^{(n, m)} \tag{9}
\end{equation*}
$$

demonstrated in Appendix A. The defined partial specific heat $c_{\mu}^{(n, m)}$ describes the fluctuations between the energy levels $m$ and $n$ according to

$$
\begin{equation*}
c_{\mu}^{(n, m)}=k_{B} \frac{\beta^{2}}{\left[\mathcal{Z}_{1}^{(0)}\right]^{2}}\left(E_{n}-E_{m}\right)^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{10}
\end{equation*}
$$

Since the specific heat accounts for fluctuations in energy with respect to its mean value, the intuitive idea brought by this decomposition is to visualize the fluctuations in energy as a result of transitions between all possible energy levels. This outcome allows us to understand how these peaks behave and influence each other, isolating the relevance of each transition.

In Fig. 2 we present the specific heat as a function of temperature by continuous lines including four different values of chemical potential: (a) $\mu=0.9 U$, (b) $\mu=1.1 U$, (c) $\mu=1.3 U$ and (d) $\mu=1.6 U$. For each scenario, the most relevant partial contributions $c_{\mu}^{(n, m)}$ are addressed as the colored dotted lines, with the respective level transitions depicted accordingly. Figure 2(a) shows the $\mu=0.9 U$ case. The low-temperature peak appears due to the $|1\rangle \rightarrow|2\rangle$ transition. Other contributions add up to form the second maximum at a higher temperature; among them, the most relevant terms in this temperature range arise from the transitions $|1\rangle \rightarrow|0\rangle$ (red) and $|1\rangle \rightarrow|3\rangle$ (orange) which connect the states $|0\rangle$ and $|3\rangle$ to the ground state $|1\rangle$, respectively. In Fig. 2(b), for $\mu=1.1 U$, the ket $|2\rangle$ becomes the new


FIG. 2. The specific heat decomposition and its temperature behavior is exhibited considering four fixed values of chemical potential: (a) $\mu=0.9 U$, (b) $\mu=1.1 U$, (c) $\mu=1.3 U$ and (d) $\mu=1.6 U$. The dotted curves represent the contributions $c_{\mu}^{(n, m)}$ to the total specific heat $c_{\mu}$, which is shown as the continuous curve. Each panel contains a diagram of energy levels assigning a different color to each transition $|n\rangle \rightarrow|m\rangle$ (with energies $E_{n} \rightarrow E_{m}$ ), referring to the respective term $c_{\mu}^{(n, m)}$.
ground sate and the first peak persists due to the available transition $|2\rangle \rightarrow|1\rangle$. As a result of this new ground state, the contributions for the second maximum from $|2\rangle \rightarrow|0\rangle$ (green) and $|2\rangle \rightarrow|3\rangle$ (purple) become more prominent than the previous transitions $|1\rangle \rightarrow|0\rangle$ (red) and $|1\rangle \rightarrow|3\rangle$ (orange). In Fig. 2(c), where $\mu=1.3 U$, the transition $|2\rangle \rightarrow|3\rangle$ (purple) starts to gain relevance since the energy level $E_{3}$ approaches $E_{1}$. As a consequence of these two competing contributions, the specific heat develops only one maximum. Figure 2(d), which displays $\mu=1.6 U$, finally shows $E_{3}$ becoming the first excited state, with $c^{(2,3)}$ the most relevant term at low temperatures. By increasing the chemical potential, another analogous cycle starts presenting the same fundamental mechanisms already explored.

## IV. FINITE HOPPING $(J \neq 0)$

Including finite-hopping effects, the specific heat behavior with temperature for simple cubic and square lattices is illustrated in Figs. 3(a)-(d) and Figs. 3(e)-(h),
respectively. The observables were evaluated using the previously described SFT formalism. In this framework, we considered four values of tunneling: $J=0.006 U$, $J=0.012 U, J=0.024 U$ and $J=0.042 U$, at a fixed chemical potential $\mu=0.9 U$. Physically, such increasing tunneling amplitudes correspond to decreasing lattice potential depths, going from very deep lattices to shallower ones. The introduction of the kinetic term $J$ gives rise to a superfluid phase which grows from the GSPT points [62]. The superfluid phase is represented in the blue area, with the superfluid to normal phase boundaries shown as dashed blue lines. The respective insets portray the $\mu T$ phase diagrams.

First we analyze the three-dimensional case, exhibited in Figs. 3(a)-(d). Considering the chosen value $J=0.006 U$ in Fig. 3(a), the system is found in the normal phase and the two-peak structure of the specific heat remains present. For comparison reasons, we also indicate the corresponding atomic limit result as the gray continuous line. It is observed a clear reduction of the first peak when the hopping is slightly turned on; the second one, however, does not present relevant quantita-


FIG. 3. The specific heat $c_{\mu}$ is shown as a function of the temperature $T$ at constant $\mu=0.9 U$ for simple cubic (a)-(d) and square lattices (e)-(h) considering four different hopping amplitudes: (a) and (e) $J=0.006 U$ (the gray continuous lines are the corresponding atomic limits), (b) and (f) $J=0.012 U$, (c) and (g) $J=0.024 U$, (d) and (h) $J=0.042 U$. The superfluid domain is represented by the blue area, with the phase boundaries symbolized by the blue dashed lines. The insets exhibit the respective $\mu T$ phase diagrams.
tive differences. Intuitively, as the low-temperature maximum derives from the energetic competition between two states, the introduction of the hopping breaks this degeneracy, mitigating its magnitude. A detailed analysis regarding such behavior is also developed in Subsecs. IV A and IV B, involving the analysis of spectral properties and correlation functions. By increasing the hopping to $J=0.012 U$, Fig. 3(b) shows the appearance of the superfluid phase. Inasmuch as response functions tend to grow in magnitude near continuous phase transitions, we detect an increasing of $c_{\mu}$ in the neighborhood of the phase transition. Consequently, the first peak turns into a critical divergence while the second one is still observed. Figure 3(c) portrays the $J=0.024 U$ scenario, where $c_{\mu}$ increases monotonically in the superfluid and the second maximum remains to be seen in the normal phase. For a larger hopping term $J=0.042 U$ in Fig. 3(d), the superfluid domain expands to an extent that the high-temperature peak disappears. Thus the two original maxima, born in the the atomic limit, are only verified in a perturbative regime.

Considering the same hopping values and $\mu=0.9 U$, Figs. 3(e)-(h) depict the specific heat dependence on temperature for the square lattice configuration. The superfluid domain for each tunneling amplitude is smaller when compared to the three-dimensional picture. Indeed, since there is a reduction on the number of available di-
rections for a particle to hop in a square lattice, the superfluid region shrinks. Therefore, it takes larger values of $J$ to observe in a square lattice the same effects seen in a simple cubic one. For $J=0.006 U$, Fig. 3(e) shows two peaks in the normal phase, with the low-temperature one appearing reduced in comparison to the atomic limit (continuous line). Increasing $J$, Fig. 3(f) shows that such peak is diminished even further for $J=0.012 U$. Finally, Figs. 3(g) and 3(h) demonstrate that the rise of the superfluid phase starts to destroy the developed peaks.

In the next Subsections we analyze the two peaks of $c_{\mu}$ in the presence of hopping in greater detail. The $J=0.006 U$ case, which preserves such property in two and three dimensions, is explored inside the normal phase.

## A. Spectral Functions

As spectral functions reveal how states occupy a given energy interval, they also provide useful information on the specific heat behavior. The spectral function $A(\mathbf{k}, \omega)$, a generalized density of states in frequency $\omega$ and momentum space $\mathbf{k}$, is defined by the imaginary part of the retarded Green's function [63] according to

$$
\begin{equation*}
A(\mathbf{k}, \omega)=-\frac{1}{\pi} \Im\left[G^{R}(\mathbf{k}, \omega)\right] \tag{11}
\end{equation*}
$$

$$
J=0.006 U \text { and } \mu=0.9 U
$$



FIG. 4. The local spectral function $A$ versus the real frequency $\omega$ at fixed $J=0.006 U$ and $\mu=0.9 U$, considering simple cubic (a) and square lattices (b). The two temperatures addressed $k_{B} T=0.04 U$ (blue) and $k_{B} T=0.4 U$ (red), located around each maximum of the specific heat, are marked in the inset panel. Above each resonance, the most significant transitions $|n\rangle \rightarrow|m\rangle$ are identified.

This follows from the Matsubara Green's function by analytic continuation, applying the prescription $i \omega_{n} \rightarrow$ $\omega+i 0^{+}$where $\omega_{n}=2 \pi n / \beta$. Its integration over the momentum yields the local spectral function

$$
\begin{equation*}
A(\omega)=\frac{1}{N_{s}} \sum_{\mathbf{k}} A(\mathbf{k}, \omega) \tag{12}
\end{equation*}
$$

Concerning other range of parameters, the spectral properties of the Bose-Hubbard were also discussed using SFT [51], as well as employing QMC and BDMFT methods [64, 65]. In Figs. 4(a) and 4(b), we show the behavior of $A$ as $\omega$ is varied considering $\mu=0.9 U$ and $J=0.006 U$ in the SFT framework for simple cubic and square lattices, respectively. These are the same scenarios reported by Figs. 3(a) and 3(e). The temper-
atures addressed in our analysis, $k_{B} T=0.04 U$ (blue) and $k_{B} T=0.4 U$ (red), are located near each maximum of $c_{\mu}$ as the inset panel illustrates. The noticed resonances can be thought in terms of transitions between local occupation number states, which are eigenvectors of the zero-hopping Hamiltonian explored in Sec. III. As demonstrated in Appendix B, the local spectral function in the atomic limit reads as

$$
\begin{align*}
A^{(0)}(\omega) & =\frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n \rightarrow n+1}\right)(n+1) e^{-\beta E_{n}} \\
& -\frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n-1 \rightarrow n}\right) n e^{-\beta E_{n}} \tag{13}
\end{align*}
$$

a collection of delta functions centered around the energy level transitions $\Delta E_{n \rightarrow m}=E_{m}-E_{n}$. With the perturbative inclusion of hopping, the relevant Hubbard bands emerge from such values, with a particular shape reflecting the dimensionality of each case.

Regarding the low-temperature regime (blue curve), there are contributions from only three transitions: singlon-holon $|1\rangle \rightarrow|0\rangle$, singlon-doublon $|1\rangle \rightarrow|2\rangle$ and doublon-triplon $|2\rangle \rightarrow|3\rangle$. Given its larger width, the most relevant of them is the portion $|1\rangle \rightarrow|2\rangle$, because the chosen $\mu$ value is close to the transition between states of occupation number 1 and 2 . These states at low temperatures produce the Schottky peak as explained in the $J=0$ scenario. Regarding the second maximum (red curve), other states of higher energy become available such as the transition triplon-quadruplon $|3\rangle \rightarrow|4\rangle$, while the transition singlon-doublon $|1\rangle \rightarrow|2\rangle$ are less probable to happen.

## B. Correlations and the Double Peaks

As pointed out by Figs. 3(a) and 3(e), the first maximum appearing in the specific heat versus temperature plot presents a reduction when compared to the atomic limit. In Fig. 5, we supply a detailed view on this subject considering the simple cubic setup for deep lattices $J=0.006 U$ (the results in the square lattice are quantitatively similar) and three values of chemical potential: $\mu=0.7 U$ (purple), $\mu=0.8 U$ (green), and $\mu=0.9 U$ (orange). Colored dots symbolize SFT calculations while the respective continuous lines represent the perturbation theory until second order on $J / U$. Figure $5(\mathrm{a})$ exhibits $c_{\mu}$ as $T$ varies in the described scenario, including the zero-hopping cases as continuous gray lines. We observe that the deviations from the $J=0$ situation become more prominent as the chemical potential approaches $\mu=1.0 U$. Since the specific heat is essentially a second derivative of the free energy with respect to the temperature, Fig. 5(b) shows the difference $\Delta \Omega=\Omega-\Omega^{(0)}$ of the system's free energy $\Omega$ in the presence of hopping relative to its atomic limit $\Omega^{(0)}$. When $\mu=0.7 U$, the free energy is slightly reduced by the introduction of the tunneling term. However, for $\mu=0.8 U$ and $\mu=0.9 U$, important variations in a low-temperature regime are verified.
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FIG. 5. The specific heat $c_{\mu}$ (a), free energy variation $\Delta \Omega$ (b) and atom-atom correlation $\mathcal{C}$ (c) are shown as functions of temperature at $J=0.006 U$. As the inset phase diagram $\mu T$ reveals, three values of chemical potential are considered: $\mu=$ $0.7 U$ (purple), $\mu=0.8 U$ (green), and $\mu=0.9 U$ (orange). The dots represent SFT calculations while the respective colored continuous lines symbolize the PT results. The atomic limit of $c_{\mu}$ is shown as gray continuous curves in (a).

The prominent curvature $\Delta \Omega$ implies a relevant second derivative. This information gets translated into a contribution to $c_{\mu}$, responsible for the magnitude reduction in the first maximum.

The question remaining is what physical mechanism generates such curvature in the free energy. Since the inclusion of the tunneling term induces correlations among particles located at different sites $j^{\prime}$ and $j$, we analyze the atom-atom correlation function $[66,67]$

$$
\begin{equation*}
\mathcal{C}_{j^{\prime} j}=\left\langle b_{j^{\prime}}^{\dagger} b_{j}\right\rangle, \tag{14}
\end{equation*}
$$

related to the imaginary-time Green's function

$$
\begin{equation*}
\mathcal{G}_{j j^{\prime}}\left(\tau, \tau^{\prime}\right)=-\left\langle\mathcal{T}\left[b_{j}(\tau) b_{j^{\prime}}^{\dagger}\left(\tau^{\prime}\right)\right]\right\rangle \tag{15}
\end{equation*}
$$

through

$$
\begin{equation*}
\mathcal{C}_{j^{\prime} j}=-G_{j j^{\prime}}\left(0,0^{+}\right) \tag{16}
\end{equation*}
$$

Accordingly, these correlations can be indirectly probed as they are connected to the Fourier transform of the momentum distribution function

$$
\begin{equation*}
n(\mathbf{k})=\frac{|w(\mathbf{k})|^{2}}{N_{s}} \sum_{j, j^{\prime}} \mathcal{C}_{j^{\prime} j} e^{-i \dot{\mathbf{k}\left(\mathbf{r}_{j^{\prime}}-\mathbf{r}_{j}\right)}, ~} \tag{17}
\end{equation*}
$$

where $w(\mathbf{k})$ is the Fourier transform of the Wannier function. The quantity $n(\mathbf{k})$ is measured by the time-of-flight absorption experiments, in which the trapping field is turned off enabling the cloud of atoms to expand during a certain amount of time [68, 69]. More specifically, we focus our attention on the atom-atom correlation function between first neighbors (since the particles of the model are able to hop to first-neighbor sites), denoted simply as $\mathcal{C}$ due to the system's homogeneity. In Fig. 5(c) we show $\mathcal{C}$ as a function of the temperature, mirroring the parameters of Figs. 5(a) and 5(b). Similarly to the free energy corrections $\Delta \Omega$, the correlations become important as we increase the chemical potential towards the integer values of $U$, developing a sharp peak at low temperatures $k_{B} T \approx 0.1 U$.

The impact of the correlations on the free energy can be examined in an analytical perspective. Indeed, it is possible to exactly determine the free energy from the atom-atom correlation function based on the introduction of a continuous coupling parameter, following Refs. [70, 71]. First, we parametrize the Hamiltonian of Eq. (1) in the form

$$
\begin{equation*}
H^{(\lambda)}=H^{(0)}+\lambda \mathcal{H} \tag{18}
\end{equation*}
$$

where $H^{(0)}$ corresponds to the atomic limit defined in Eq. (4) and $\mathcal{H}$ is the kinetic term

$$
\begin{equation*}
\mathcal{H}=-J \sum_{\langle i, j\rangle} b_{i}^{\dagger} b_{j} . \tag{19}
\end{equation*}
$$

Note that the value $\lambda=0$ correspond to the atomic limit, while $\lambda=1$ recovers the original model considered, with


FIG. 6. In the right panel, $\Delta \Omega$ is plotted against temperature $T$ showing the agreement between points (crosses and triangles) evaluated through Eq. (21) and the curves from Fig. 5(b). Crosses and triangles correspond to PT and SFT calculations, respectively. For $k_{B} T=0.04 U$ and $\mu=0.9 U$, the left panel illustrates how these points are determined by integration of the correlation function $\mathcal{C}^{(\lambda)}$.
$H^{(1)}=H$. As demonstrated in Appendix C, the change in free energy caused by the hopping reads as

$$
\begin{equation*}
\Delta \Omega=\int_{0}^{1}\langle\mathcal{H}\rangle_{\lambda} d \lambda \tag{20}
\end{equation*}
$$

considering thermal averages $\langle\ldots\rangle_{\lambda}$ taken with respect to the Hamiltonian of Eq. (18). The definitions from Eqs. (19) and (14) substituted into Eq. (20) lead to the exact expression

$$
\begin{equation*}
\Delta \Omega=-z J N_{s} \int_{0}^{1} \mathcal{C}^{(\lambda)} d \lambda \tag{21}
\end{equation*}
$$

The term $\mathcal{C}^{(\lambda)}=\left\langle b_{j^{\prime}}^{\dagger} b_{j}\right\rangle_{\lambda}$ is simply the atom-atom correlation function between first neighbors $j$ and $j^{\prime}$, thermally averaged at a hopping value $\lambda J$. This expression associates the theoretical free energy to the atom-atom correlation, an indirect measurable quantity, by a process of charging up the tunneling amplitude until the desired value. Through Fig. 6, we verify the agreement between both sides of Eq. (21) considering SFT and perturbative methods. In particular, perturbation theory up to second order yields the direct relation

$$
\begin{equation*}
\Delta \Omega=-\frac{z J N_{s}}{2} \mathcal{C}+\mathcal{O}\left(J^{4}\right) \tag{22}
\end{equation*}
$$

Therefore, the low-temperature correlations, which grow near integers multiples of the interaction, cause an important curvature change in the free energy, whose impact is revealed in the reduction of the first maximum of the specific heat.

## V. CONCLUSIONS

We studied in detail the specific heat dependence on temperature of bosons described by the Bose-Hubbard model, considering simple cubic and square lattice geometries. Our theoretical analysis comprehended numerical methods, including the self-energy functional theory (a non-perturbative and self-consistent approach, suitable for the description of both normal and superfluid phases) complemented by finite-temperature perturbation theory around the atomic limit. Our results revealed an anomalous double-peak behavior of the specific heat capacity as temperature is varied, connected to a residual entropy established in the atomic limit. Indeed, for $J=0$, the anomaly is present for values of $\mu$ near ground-state phase transitions between Mott insulators of successive occupation number. In this regime, such ground-state macroscopic degeneracy is originated from the energetic competition between the local interaction $U$ and the chemical potential $\mu$. While the local interaction is repulsive and tends to decrease the occupation of a single site, the chemical potential acts in the opposite direction, favoring occupation. Specifically, when $\mu$ takes on integer values of the on-site repulsion (which is exactly the energy required to add another particle at a given site), the system becomes frustrated energetically. This energetic frustration gets translated into an additional low-temperature maximum of $c_{\mu}$ as a function of $T$. In this framework, we also demonstrated a general decomposition of the specific heat, based on all possible transitions realizable between the energy eigenvalues of the system's spectrum. This result enabled us to identify the relevant energy level transitions and how the noted peaks evolve as the chemical potential is varied.

For finite hopping amplitudes, the superfluid phase tends to destroy the reported maxima. Indeed, the double-peak structure is only observed inside the normal phase and in a perturbative regime, corresponding to very deep optical lattices. Additionally, the lowtemperature maximum presents a reduced magnitude when compared to zero-hopping scenario. This can be explained by the effects of correlations created between first neighbors (enabled by the hopping), producing a prominent change in the free energy's curvature. Such connection was established by an exact and general result relating the free energy change to the building up of correlations as the tunneling amplitude is turned on. Spectral functions were also used to illustrate the relevant excitations dominant at each maximum.
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## Appendix A: Decomposition of the Specific Heat

In order to demonstrate Eq. (10), we explore the heat capacity $C$, its extensive related function. In general terms, the heat capacity accounts for fluctuations in energy with respect to its mean value according to

$$
\begin{equation*}
C=-T\left(\frac{\partial^{2} \Omega}{\partial T^{2}}\right)=k_{B} \beta^{2}\left(\left\langle E^{2}\right\rangle-\langle E\rangle^{2}\right) \tag{A1}
\end{equation*}
$$

The fluctuations around the mean value $(\delta E)^{2}=\left\langle E^{2}\right\rangle-$ $\langle E\rangle^{2}$ are explicitly determined by the averages

$$
\begin{equation*}
\left\langle E^{2}\right\rangle=\frac{1}{\mathcal{Z}} \sum_{n} E_{n}^{2} e^{-\beta E_{n}} \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle E\rangle^{2}=\frac{1}{\mathcal{Z}^{2}} \sum_{n, m} E_{n} E_{m} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{A3}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{Z}=\sum_{n} e^{-\beta E_{n}} \tag{A4}
\end{equation*}
$$

is the partition function. Alternatively, it is possible to express Eq. (A2) in the form

$$
\begin{align*}
\left\langle E^{2}\right\rangle & =\left(\frac{1}{\mathcal{Z}} \sum_{n} E_{n}^{2} e^{-\beta E_{n}}\right) \times\left(\frac{1}{\mathcal{Z}} \sum_{m} e^{-\beta E_{m}}\right) \\
& =\frac{1}{\mathcal{Z}^{2}} \sum_{n, m} E_{n}^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{A5}
\end{align*}
$$

which allows us to write the heat capacity according to

$$
\begin{equation*}
C=k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n, m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \tag{A6}
\end{equation*}
$$

Since the terms $n=m$ are zero, we separate the sum into two parts

$$
\begin{align*}
C= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \\
& +k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n>m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \tag{A7}
\end{align*}
$$

By exchanging the labels $n \rightarrow m$ and $m \rightarrow n$ in the second term, we obtain

$$
\begin{align*}
C= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}^{2}-E_{n} E_{m}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \\
& +k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{m>n}\left(E_{m}^{2}-E_{m} E_{n}\right) e^{-\beta\left(E_{m}+E_{n}\right)} \\
= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}^{2}-E_{n} E_{m}+E_{m}^{2}-E_{m} E_{n}\right) e^{-\beta\left(E_{n}+E_{m}\right)} \\
= & k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}} \sum_{n<m}\left(E_{n}-E_{m}\right)^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{A8}
\end{align*}
$$

Such decomposition impels the definition of the partial specific heat $c^{(n, m)}$, describing the fluctuations between the energy levels $m$ and $n$

$$
\begin{equation*}
C^{(n, m)}=k_{B} \frac{\beta^{2}}{\mathcal{Z}^{2}}\left(E_{n}-E_{m}\right)^{2} e^{-\beta\left(E_{n}+E_{m}\right)} \tag{A9}
\end{equation*}
$$

Therefore, the heat capacity becomes simply the sum of the defined partial components

$$
\begin{equation*}
C=\sum_{n<m} C^{(n, m)} \tag{A10}
\end{equation*}
$$

This result enables us to analyze and filter the relevance of each energy level transitions.

## Appendix B: Spectral Function in the Atomic Limit

For $J=0$, the local one-particle Green's function in Matsubara space is given by

$$
G^{(0)}\left(i \omega_{n}\right) \frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \frac{\langle n| b|m\rangle\langle m| b^{\dagger}|n\rangle}{i \omega_{n}+E_{n}-E_{m}}\left(e^{-\beta E_{n}}-e^{-\beta E_{m}}\right)
$$

when expressed using the Lehmann representation [63]. For interpretation purposes, it is decomposed into particle and hole excitation branches [65] according to

$$
\begin{equation*}
G^{(0)}\left(i \omega_{n}\right)=G_{p}^{(0)}\left(i \omega_{n}\right)+G_{h}^{(0)}\left(i \omega_{n}\right) \tag{B1}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{p}^{(0)}\left(i \omega_{n}\right)=\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \frac{\langle n| b|m\rangle\langle m| b^{\dagger}|n\rangle}{i \omega_{n}+E_{n}-E_{m}} e^{-\beta E_{n}} \tag{B2}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{h}^{(0)}\left(i \omega_{n}\right)=\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \frac{\langle m| b|n\rangle\langle n| b^{\dagger}|m\rangle}{i \omega_{n}+E_{m}-E_{n}} e^{-\beta E_{n}} \tag{B3}
\end{equation*}
$$

By analytical continuation, we determine the retarded Green's function $G_{R}^{(0)}(\omega)=G^{(0)}(\omega+i \eta)$, with $\eta \rightarrow 0^{+}$. Also, the definition of the local spectral function of Eq. (11) implies

$$
\begin{aligned}
A(\omega)= & -\frac{1}{\pi} \Im\left[G_{R}^{(0)}(\omega)\right] \\
= & \left.\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \delta\left(\omega-\Delta E_{n \rightarrow m}\right)|\langle n| b| m\right\rangle\left.\right|^{2} e^{-\beta E_{n}} \\
& \left.-\frac{1}{\mathcal{Z}^{(0)}} \sum_{n, m} \delta\left(\omega-\Delta E_{n \rightarrow m}\right)|\langle m| b| n\right\rangle\left.\right|^{2} e^{-\beta E_{n}},
\end{aligned}
$$

as a consequence of the limit

$$
\begin{equation*}
\lim _{\eta \rightarrow 0^{+}} \frac{1}{(\omega-\Delta E)+i \eta}=-\pi \delta(\omega-\Delta E) \tag{B4}
\end{equation*}
$$

The explicit evaluation of the previous matrix elements yields

$$
\begin{align*}
A^{(0)}(\omega)= & \frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n \rightarrow n+1}\right)(n+1) e^{-\beta E_{n}} \\
& -\frac{1}{\mathcal{Z}^{(0)}} \sum_{n} \delta\left(\omega-\Delta E_{n-1 \rightarrow n}\right) n e^{-\beta E_{n}},(\mathrm{E} \tag{B5}
\end{align*}
$$

which shows the atomic limit spectral function as a collection delta functions at the consecutive transitions $|n\rangle \rightarrow|n+1\rangle$. This analysis makes explicit that the negative sign contributions of $A$ comes from the hole excitation branch.

## Appendix C: Correlations and free energy

In Subsec. IV B we presented how the free energy is obtained from the atom-atom correlation function according to Eq. (21). To demonstrate this relation, we parametrize the system's Hamiltonian in the form $H^{(\lambda)}=$ $H^{(0)}+\lambda \mathcal{H}$ according to Eqs. (18) and (19), interpolating the atomic limit $H^{(0)}$ and the original Hamiltonian $H^{(1)}$ as $\lambda$ continuously varies between 0 and 1 .

The corresponding partition function is given by the
trace

$$
\begin{equation*}
\mathcal{Z}^{(\lambda)}=\operatorname{Tr}\left[e^{-\beta H^{(\lambda)}}\right] \tag{C1}
\end{equation*}
$$

from which we extract the free energy

$$
\begin{equation*}
\Omega^{(\lambda)}=-\frac{1}{\beta} \ln \mathcal{Z}^{(\lambda)} \tag{C2}
\end{equation*}
$$

The derivative of $\Omega^{(\lambda)}$ with respect to $\lambda$ provides

$$
\begin{align*}
\frac{d \Omega^{(\lambda)}}{d \lambda} & =-\frac{1}{\beta} \frac{\operatorname{Tr}\left[(-\beta \mathcal{H}) e^{-\beta H^{(\lambda)}}\right]}{\operatorname{Tr}\left[e^{-\beta H^{(\lambda)}}\right]} \\
& =\frac{\operatorname{Tr}\left[\mathcal{H} e^{-\beta H^{(\lambda)}}\right]}{\operatorname{Tr}\left[e^{-\beta H^{(\lambda)}}\right]}=\langle\mathcal{H}\rangle_{\lambda} . \tag{C3}
\end{align*}
$$

On the other hand, the free energy variation follows immediately from the integration

$$
\begin{equation*}
\int_{0}^{1} \frac{d \Omega^{(\lambda)}}{d \lambda} d \lambda=\Omega-\Omega^{(0)}=\Delta \Omega \tag{C4}
\end{equation*}
$$

because $\Omega^{(1)}=\Omega$. By using the results of Eq. (C3) into Eq. (C4), we get

$$
\begin{equation*}
\Delta \Omega=\int_{0}^{1}\langle\mathcal{H}\rangle_{\lambda} d \lambda \tag{C5}
\end{equation*}
$$

Furthermore, the expression for the tunneling term $\mathcal{H}$ of Eq. (19) yields

$$
\begin{align*}
\Delta \Omega & =-J \sum_{\langle i, j\rangle} \int_{0}^{1}\left\langle b_{i}^{\dagger} b_{j}\right\rangle_{\lambda} d \lambda \\
& =-J \sum_{\langle i, j\rangle} \int_{0}^{1} \mathcal{C}_{i j}^{(\lambda)} d \lambda \tag{C6}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{i j}^{(\lambda)}=\left\langle b_{i}^{\dagger} b_{j}\right\rangle_{\lambda} \tag{C7}
\end{equation*}
$$

is the correlation function considering first neighbors $i$ and $j$, evaluated through a thermal average at a hopping $\lambda J$. For a homogeneous system the summation over all first neighbors yields $z N_{s}$, simplifying Eq. (C6) to

$$
\begin{equation*}
\Delta \Omega=-z J N_{s} \int_{0}^{1} \mathcal{C}^{(\lambda)} d \lambda \tag{C8}
\end{equation*}
$$
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In this paper we show the geometrical realization of the Legendre transformation as an extremum principle, connecting it to the foundations of the equilibrium Thermodynamics. In this formulation, the equation of state can be regard as a path in the Gibbs manifold, which arises naturally as a test of thermodynamic stability. Particularly, we explore how these transformations codify a test for thermodynamic stability locally with response functions, and globally with the well known Maxwell construction.
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## I. INTRODUCTION

In this paper we explore the physical content regarding the Gibbs space geometry, its direct and natural relation to Legendre transformations and stability conditions about the equilibrium states.

Thermodynamics present in modern applications. Concerning the classical aspects of its logical construction (formulation), two schemes stand out: the thermodynamics of Clausius and Kelvin, with axiomatic foundations formulated by Carathéodory; and the Gibbs approach, with precise postulational basis given by Tisza. In the Gibbs theory, the attention

Thermodynamic systems or subsystems are treated as spatially disjoint volume elements, whose states are determined by a set of extensive quantities (variables proportional to the overall scale of the system) like energy/entropy, volume and number of particles. In this framework, the complete information about each subsystem is contained in the so-called fundamental equation, formulated in entropy/energy representations. The phase space spanned by these extensive variables is designated as Gibbs space and it plays an important role in the mathematical development of the theory. When the flux of such parameters between subsystems is allowed through the manipulation of appropriate walls, thermodynamic processes are said to occur. The new equilibrium state achieved is postulated to be the one which maximizes/minimizes the total entropy/energy restricted to manifold of the constrained variables. The essence of the theory relies on an extremum principle, just as seen in different context of physics. The application of the variational principle to the system coupled to reservoirs of extensive quantities leads naturally to the Legendre transformations. The procedure generates equations of states as solutions and also provide a test for the thermodynamic stability for local and global fluctuations about the obtained equilibrium states. Here we focus on the physical interpretation of some properties and elements regarding the geometry of the Gibbs space and Legendre transformations. Particularly, how these transformations

[^12]naturally codify a test for thermodynamic stability with the compliance coefficients (or response functions) and the well known Maxwell construction.

The paper is structured as follows. In Sec., we provide the basic thermodynamic definitions and postulates based on the works of Tisza [1, 2], concerning the notation and the entropy maximum principle. Section discusses the Legendre transformations, considering them as extremization procedures, treated geometrically in the Gibbs space with Lagrangre multipliers. The local stability about equilibrium states is addresed in, and it physically inserted in the context of the Legendre transformations. Indeed, ddiagionalization of a quadratic form, a curvature from of the Gibbs manifold, with coordinates systems a diagonal coefficients deduced from fluctuantions enabled by Legendre transformations in a physical proccess of interaction with reservoirs. Section discusses the stabilty in a global panorama, containing a natural reformulation of the Maxwell construction. Our final remarks and conclusions are exposed in Sec.

## II. BASIC DEFINITIONS AND THE VARIATIONAL PRINCIPLE

We consider a composite thermodynamic system $\widetilde{\sigma}$, constituted by a collection of simple subsystems $\left\{\sigma^{(\alpha)}\right\}$. Its equilibrium states are parametrized by a set of coordinates comprising $m+1$ extensive variables $\mathbf{X}^{(\alpha)}=\left(X_{1}^{(\alpha)}, \ldots, X_{m+1}^{(\alpha)}\right)$, which can encompass energy/entropy, volume, and number of particles. The subsystem's boundaries may be permeable or not to the flux of such quantities, according to the appropriate collection of thermodynamic walls. The set of parameters $\left\{\mathbf{X}^{(\alpha)}\right\}$ specifies the state of the composite system; each quantity is considered additive over its subsystems, as well as conserved if the total system is isolated. Hence, the composite system variables satisfy

$$
\begin{equation*}
\widetilde{\mathbf{X}}=\sum_{\alpha} \mathbf{X}^{(\alpha)}, \tag{1}
\end{equation*}
$$

summed over all the subsystems. The referred thermodynamic walls constitute the internal constraints for the composite system, represented by relations $\omega_{i}\left(\left\{\mathbf{X}^{(\alpha)}\right\}\right)=$

0 . For simplicity, we symbolize this set of equations by $\omega$. These relations determine a new set of free variables usually called virtual states: states that are consistent with the imposed constraints. In this sense, virtual processes or displacements correspond to variations from one virtual state to another.

Based on these definitions, the classical thermodynamics is essentially developed from a variational principle, as usually seen in other areas of physics. In the present context, this idea is constructed by assigning to each subsystem an entropy function (also called fundamental equation or thermodynamic potential) $\Psi^{(\alpha)}=\Psi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)$, first-order homogeneous, continuous, with piecewise continuous higher-order derivatives. The total entropy $\widetilde{\Psi}$ of the composite system is introduced as an additive function over its components

$$
\begin{equation*}
\widetilde{\Psi}\left(\left\{\mathbf{X}^{(\alpha)}\right\}\right)=\sum_{\alpha} \Psi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right) \tag{2}
\end{equation*}
$$

since the interactions among them are considered short ranged. The occurrence of thermodynamic processes, defined as the transfer of extensive quantities between the subsystems, is mediated by the modification of internal constraints, symbolized by the transformation $\omega \longmapsto \theta$. In such scenario, the extremal principle is structured as follows: the new state of equilibrium achieved $\left\{\mathbf{X}_{0}^{(\alpha)}\right\}$ is such that it maximizes the total entropy restricted to the manifold of new internal constraints. In other terms, from all possible states obeying the restrictions $\theta_{i}\left(\left\{\mathbf{X}^{(\alpha)}\right\}\right)=0$, the state of thermodynamic equilibrium $\left\{\mathbf{X}_{0}^{(\alpha)}\right\}$ corresponds to the largest value of total entropy:

$$
\begin{equation*}
\widetilde{\Psi}\left(\left\{\mathbf{X}_{0}^{(\alpha)}\right\}\right)=\max \left\{\sum_{\alpha} \Psi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)\right\} \tag{3}
\end{equation*}
$$

Therefore, the description of a thermodynamic system relies not only on defining its subsystems, through the corresponding fundamental equations, but also on the identification of its internal constraints.

The entropy maximum principle can be reformulated in terms of the internal energy $\Phi^{(\alpha)}$, represented by one of the variables $X_{1}^{(\alpha)}, \ldots, X_{m+1}^{(\alpha)}$. The postulate of Eq. (3) becomes equivalent to the minimization of the total internal energy

$$
\begin{equation*}
\widetilde{\Phi}\left(\left\{\mathbf{X}_{0}^{(\alpha)}\right\}\right)=\min \left\{\sum_{\alpha} \Phi^{(\alpha)}\left(\mathbf{X}^{(\alpha)}\right)\right\} \tag{4}
\end{equation*}
$$

respecting the analogous constraints. The inversion of Eq. (2) is allowed locally since the derivative $\frac{\partial \Psi^{(\alpha)}}{\partial \Phi^{(\alpha)}}=$ $\frac{1}{T^{(\alpha)}}$ is the inverse temperature, a quantity regarded as positive. These representations correspond to different physical configurations and setups. In the entropy scheme, the total system is considered in isolation with constant total energy while the entropy is permitted to vary. The energy scheme allows for fluctuations in energy at fixed total entropy by the coupling of an external
working source.
First we analyze the variational principle in a local perspective, studying infinitesimal virtual displacements around the equilibrium state. For a local extremum, the condition

$$
\begin{equation*}
\delta \widetilde{\Phi}=0 \tag{5}
\end{equation*}
$$

implies the equality of the thermodynamic potential's first derivatives

$$
\begin{equation*}
P_{j}^{(\alpha)}=\frac{\partial \Phi^{(\alpha)}}{\partial X_{j}^{(\alpha)}} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{j}^{(\alpha)}=P_{j}^{(\beta)} \tag{7}
\end{equation*}
$$

for all $j=1, \ldots, m$ and $\alpha, \beta$ coupled through the exchange of $X_{j}$. These intensive quantities are named as the fields $P_{j}^{(\alpha)}$ conjugated to $X_{j}^{(\alpha)}$ and they act like passive generalized forces induced by the corresponding permeable walls. The relations brought by Eqs. (6) determine the so-called equations of state in a local scope. The entropic representation receives the notation

$$
\begin{equation*}
H_{j}^{(\alpha)}=\frac{\partial \Psi^{(\alpha)}}{\partial X_{j}^{(\alpha)}} \tag{8}
\end{equation*}
$$

The fundamental equation lacks direct physical appeal, sometimes distant from the experimental reality. Indeed, the connection between the formalism and the laboratory environment is established more properly by the already mentioned equations of state. As discussed in the Sec. III, they are naturally generated by Legendre transformations, arising from an adaptation of the extremum principle considering interactions between the system and proper reservoirs. In spite of being an extensively discussed subject, its possible to connect the Legendre transformations and the geometry of the Gibbs space through an unified view encompassing the obtaining of equations of state, and the analysis of local and global stability criteria.

## III. LEGENDRE TRANSFORMATIONS

The Legendre transformations are commonly associated to the convex envelope or supporting hyperplanes of sufficient regular functions $[3,4]$, connected to the duality between points and lines [5]. Indeed, they preserve the information content of the original function by relating an element of the Gibbs manifold to its respective tangent space as illustrated in Fig. 1(a). This association is actually a consequence of the ideas brought by the extremal principle, subjecting it to adequate constraints. To explore this latent meaning in a geometrical perspective, we generalize the mental experiment from the previous section.

We consider a composite system $\widetilde{\sigma}$ constituted by the


FIG. 1. Panel (a) depicts the fundamental equation as a function of the extensive variable $X$, with some of its tangent lines. Their intercepts with the $\Phi$ axis determine the Legendre transform $\Phi^{(1)}$. An equivalent construction is shown in (b), considering the intrinsic variational character of the discussed problem. The contour curves of $\widetilde{\Phi}^{(1)}=\Phi-P^{R} X$ are shown as the blue lines with constant slope $P^{R}$, concerning the reservoir $\sigma^{R}$. This function is explicitly minimized subjected to the constraint $\Phi=\Phi(X)$, regarding the system $\sigma$ originally studied. Arrows symbolize the gradient vectors of the corresponding curves. At the extremum solution $X_{0}$, the gradient vectors become parallel, with $P^{R}=P$. The minimum value reached by the intercepts is $\Phi^{(1)}=\Phi^{(1)}\left(P^{R}\right)$, the Legendre transform of $\Phi$ at the value $P^{R}$. The extremization procedure yields also the equation of state $X_{0}=X_{0}\left(P^{R}\right)$.
studied system $\sigma$ and a reservoir $\sigma^{R}$. The later is characterized by the intensive parameter $P^{R}$ conjugated to the extensive variable $X$. Both system are allowed to exchange $X$ through a corresponding permeable wall. The


FIG. 2. The geometrical construction of the potential $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)=\Phi(X)-P^{R} X$, involved in the reformulation of the extremal principle. The points $A, B$ and $C$ correspond to the intersection of $\Phi=\Phi(X)$ and the level curves $\Phi=\widetilde{\Phi}^{(1)}+P^{R} X$. The intercepts $A^{\prime}, B^{\prime}$ and $C^{\prime}$ projected into the $X$ axis yields $A^{\prime \prime}, B^{\prime \prime}$ and $C^{\prime \prime}$, composing the function $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$ (dotted curve). Its minimum value is the Legendre transform $\Phi^{(1)}$ of $\Phi$ at fixed $P^{R}$.
total energy is additive over its subsystems with

$$
\begin{equation*}
\widetilde{\Phi}\left(X, X^{R}\right)=\Phi(X)+\Phi^{R}\left(X^{R}\right) . \tag{9}
\end{equation*}
$$

As Eq. (4) postulates, the equilibrium state $\left(X_{0}, X_{0}^{R}\right)$ reached by the transfer of $X$ is such that $\widetilde{\Phi}\left(X_{0}, X_{0}^{R}\right) \leq$ $\widetilde{\Phi}\left(X, X^{R}\right)$, for any state $\left(X, X^{R}\right)$ satisfying the imposed constraint

$$
\begin{equation*}
\tilde{X}=X+X^{R}, \tag{10}
\end{equation*}
$$

with $\tilde{X}$ constant. This implies that the deviation from equilibrium

$$
\begin{equation*}
\Delta \widetilde{\Phi} \equiv \widetilde{\Phi}\left(X, X^{R}\right)-\widetilde{\Phi}\left(X_{0}, X_{0}^{R}\right) \geq 0 \tag{11}
\end{equation*}
$$

must be positive-definite. We decompose this variation through Eq. (9), following the contribution of the two subsystems

$$
\begin{equation*}
\Delta \widetilde{\Phi}=\Delta \Phi+\Delta \Phi^{R} \tag{12}
\end{equation*}
$$

According to Eq. (10), the fluxes of the analysed quantities vary in the opposite sense

$$
\begin{equation*}
\Delta X^{R}=-\Delta X \tag{13}
\end{equation*}
$$

in order to ensure the conservation of $\tilde{X}$. The choice of a reservoir $\sigma^{R}$ mediating the interactions with $\sigma$ provides a
particularly simple variation for the total thermodynamic potential. Since the higher order derivatives of $P^{R}$ are negligible for a reservoir, $\Delta \Phi^{R}$ becomes simply

$$
\begin{equation*}
\Delta \Phi^{R}=P^{R} \Delta X^{R} \tag{14}
\end{equation*}
$$

Indeed, using Eqs. (13) and (14), we rewrite Eq. (12) as

$$
\begin{align*}
\Delta \widetilde{\Phi} & =\Delta \Phi-P^{R} \Delta X \\
& =\Delta\left(\Phi-P^{R} X\right) \tag{15}
\end{align*}
$$

since $P^{R}$ is fixed. The energy minimum postulate brought by Eq. (11) and the deviation expressed in Eq. (15) imply that the equilibrium state achieved minimizes the function

$$
\begin{equation*}
\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right) \equiv \Phi(X)-P^{R} X \tag{16}
\end{equation*}
$$

Consequently, the Legendre transform $\Phi^{(1)}\left(P^{R}\right)$ is defined by the solution of the variational procedure

$$
\begin{align*}
\Phi^{(1)}\left(P^{R}\right) & =\min _{X}\left\{\Phi(X)-P^{R} X\right\} \\
& =\min _{X} \widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right) \\
& =\widetilde{\Phi}^{(1)}\left(P^{R} \mid X_{0}\right) \tag{17}
\end{align*}
$$

for each value of $P^{R}$ as the reservoirs are varied. The solution obtained develops into an equation of state, with

$$
\begin{equation*}
X_{0}=X_{0}\left(P^{R}\right) \tag{18}
\end{equation*}
$$

These steps reformulate the extremal principle, allowing for fluctuations in the studied system. They reveal the essential ingredient composing the Legendre transformations: the maintenance of the variational principle adapted to a set of new constraints.

As typically done under these circumstances, the optimization problem in the presence of constraints is treated employing Lagrange multipliers, as Fig. 1(b) depicts. In the $X \Phi$ plane, the minimization of $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$ is equivalent to finding the minimum value of the function

$$
\begin{equation*}
\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)=\Phi-P^{R} X \tag{19}
\end{equation*}
$$

for a constant value of $P^{R}$ and restricted to the manifold

$$
\begin{equation*}
\Phi=\Phi(X) \tag{20}
\end{equation*}
$$

The level curves of $\widetilde{\Phi}^{(1)}$ correspond to a family of lines with slope $P^{R}$; their values constitute the intercepts of the $\Phi$ axis $(X=0)$. By defining the function $h(\Phi, X)=$ $\Phi(X)-\Phi$, which is identically zero, the solution to the posed problem satisfies

$$
\begin{equation*}
\nabla \widetilde{\Phi}^{(1)}=\lambda \nabla h \tag{21}
\end{equation*}
$$

corresponding to the equilibrium state $X_{0}$. Geometrically, this codifies the parallelism of the gradient vectors regarding the considered curves. In other terms, the minimum value assumed by the intercepts of the refereed lines, restricted to $\Phi=\Phi(X)$, occurs for the line tangent
to the system's fundamental relation curve. Precisely, the components of Eq. (21) yield

$$
\begin{equation*}
\frac{\partial \widetilde{\Phi}^{(1)}}{\partial \Phi}=\lambda \frac{\partial h}{\partial \Phi} \Longleftrightarrow \lambda=-1 \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \widetilde{\Phi}^{(1)}}{\partial X}=\lambda \frac{\partial h}{\partial X} \Longleftrightarrow-P^{R}=\lambda \frac{\partial \Phi}{\partial X} \tag{23}
\end{equation*}
$$

whose combination provides

$$
\begin{equation*}
P^{R}=\frac{\partial \Phi}{\partial X} \tag{24}
\end{equation*}
$$

This relation brings up the equilibrium condition

$$
\begin{equation*}
P=P^{R} \tag{25}
\end{equation*}
$$

corroborating the equivalence between the tangent planes construction and the extremal principle adapted to the interaction with the reservoir.

Going further in our analysis, Fig. (2) details the geometrical construction of the function $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$, which is set to be minimized. As an example, the points $A$, $B$ and $C$ signal the crossing of the fundamental equation $\Phi=\Phi(X)$ and the family of parallel lines $\Phi=$ $\widetilde{\Phi}^{(1)}+P^{R} X$. The intercepts of these lines with the $\Phi$ axis correspond to the values of $\widetilde{\Phi}^{(1)}$, designated by $A^{\prime}$, $B^{\prime}$, and $C^{\prime}$. These points projected into their respective $X$ values determine $A^{\prime \prime}, B^{\prime \prime}$, and $C^{\prime \prime}$, which compose the function $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$ illustrated as the dotted curve. Indeed, the lengths of the segments $A A^{\prime \prime}, B B^{\prime \prime}$, and $C C^{\prime \prime}$ are equal to $P^{R} X$; when the $\Phi(X)$ values (the points $A$, $B$, and $C$ ) are subtracted by $P^{R} X$ (the length of $A A^{\prime \prime}$, $B B^{\prime \prime}$, and $C C^{\prime \prime}$ ), we obtain $\widetilde{\Phi}^{(1)}\left(P^{R} \mid X\right)$. This affine construction naturally produces the Legendre transform as the extremal solution to the posed variational procedure, yielding an equation of state. The fluctuations of the variable $X$ between the system and the reservoir are such that they minimize this new function, combining elements from the system and the reservoir.

To generalize our discussion in the multivariable case, we define the successive Legendre transform of order $k$ by

$$
\begin{equation*}
\Phi^{(k)}\left(P_{k}\right)=\min _{X_{k}} \widetilde{\Phi}^{(k)}\left(P_{k} \mid X_{k}\right) \tag{26}
\end{equation*}
$$

following the extremization of

$$
\begin{equation*}
\widetilde{\Phi}^{(k)}\left(P_{k} \mid X_{k}\right) \equiv \Phi^{(k-1)}\left(X_{k}\right)-P_{k} X_{k} \tag{27}
\end{equation*}
$$

Its solution, the equation of state

$$
\begin{equation*}
X_{k, 0}=X_{k, 0}\left(P_{k}\right) \tag{28}
\end{equation*}
$$

is such that

$$
\begin{equation*}
\Phi^{(k)}\left(P_{k}\right)=\widetilde{\Phi}^{(k)}\left(P_{k} \mid X_{k, 0}\right) \tag{29}
\end{equation*}
$$

Only the dependence on the transformed parameters is addressed; the complete notation reads as $\Phi^{(k)}=$ $\Phi^{(k)}\left(P_{1}, \ldots, P_{k}, X_{k+1}, \ldots, X_{m+1}\right)$.


FIG. 3. Schematic representation of a thermodynamic system $\widetilde{\sigma}$ and the mental experimental which enables the analysis of the fluxes $\delta X_{i}$, obeying the originally imposed constraints. In the left hand side, we highlight a subsystem $\sigma$, with a fixed scale parameter $X_{m+1}$. The right hand portion presents the limit $\frac{X_{m+1}}{X_{m+1}^{R}} \rightarrow 0$ leading to a a replica of the studied system interacting with reservoirs $R\left(P_{i}\right)$ of extensive quantities $X_{i}$.

## IV. THERMODYNAMIC STABILITY

The variational procedure can be employed not only to obtain the equilibrium state $\mathbf{X}_{0}$ of a homogeneous system $\widetilde{\sigma}$ but also to probe its thermodynamic stability. In order to do so, we analyze the system's response to global or local fluctuations starting from the attained equilibrium state. (define global and local variations).

## A. Local Stability

The presented formulation imposes an inherent obstacle: the fluctuations from the equilibrium value as a test to the stability must not violate the originally imposed constraints. We overcome this difficulty by highlighting a subsystem $\sigma$, with a fictitious boundary with the complementary subsystem $\sigma^{R}$. In analogy to the set theory, we write the described decomposition in the form $\widetilde{\sigma}=\sigma \cup \sigma^{R}$. Such procedure enables the analysis of fluctuations about an equilibrium state obeying the system's constraints. If we assign to each subsystem its fundamental equation, the total energy becomes

$$
\begin{equation*}
\widetilde{\Phi}\left(\mathbf{X}, \mathbf{X}^{R}\right)=\Phi(\mathbf{X})+\Phi^{R}\left(\mathbf{X}^{R}\right) \tag{30}
\end{equation*}
$$

with the enclosure relations

$$
\begin{equation*}
\widetilde{\mathbf{X}}=\mathbf{X}+\mathbf{X}^{R} \tag{31}
\end{equation*}
$$

The subsystem $\sigma$ can be regarded as a re-scaled replica of the original one due to its homogeneity.

We submit $\sigma$ to a virtual process about the equilibrium state $\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{R}\right)$. The minimum energy postulate states that $\Delta \widetilde{\Phi} \equiv \widetilde{\Phi}\left(\mathbf{X}, \mathbf{X}^{R}\right)-\widetilde{\Phi}\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{R}\right) \geq 0$, for any $\left(\mathbf{X}, \mathbf{X}^{R}\right)$ compatible with the constraints of Eq. (31). In terms of a Taylor expansion about $\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{R}\right)$, this variation of the total energy corresponds to

$$
\begin{align*}
\Delta \widetilde{\Phi} & =\Delta \Phi+\Delta \Phi^{R} \\
& =\left(\delta \Phi+\delta^{2} \Phi+\ldots\right)+\left(\delta \Phi^{R}+\delta^{2} \Phi^{R}+\ldots\right) \tag{32}
\end{align*}
$$

In a local neighborhood of the equilibrium state, the thermodynamic potential satisfies $\delta \widetilde{\Phi}=\delta \Phi+\delta \Phi^{R}=0$, according to Eq. (5). Hence, the remaining higher order terms provide

$$
\begin{equation*}
\Delta \widetilde{\Phi}=\left(\delta^{2} \Phi+\delta^{3} \Phi+\ldots\right)+\left(\delta^{2} \Phi^{R}+\delta^{3} \Phi^{R}+\ldots\right) \tag{33}
\end{equation*}
$$

Additionally, we can fix a scale parameter from the set of variables describing the system. Usually the number of particles or volume in a simple fluid; here we designate this variable as $X_{m+1}$. By employing the extensive property of the thermodynamic potential, we define the following generalized densities for $\sigma$

$$
\begin{equation*}
\phi=\frac{\Phi}{X_{m+1}} \quad \text { and } \quad x_{i}=\frac{X_{i}}{X_{m+1}} \tag{34}
\end{equation*}
$$

and the subsystem $\sigma^{R}$

$$
\begin{equation*}
\phi^{R}=\frac{\Phi^{R}}{X_{m+1}^{R}} \quad \text { and } \quad x_{i}^{R}=\frac{X_{i}^{R}}{X_{m+1}^{R}} \tag{35}
\end{equation*}
$$

considering $i=1, \ldots, m$. As both subsystems are complementary parts of the total system, the homogeneity condition brings the equation

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}=\frac{\partial^{2} \phi^{R}}{\partial x_{i}^{R} \partial x_{j}^{R}} \tag{36}
\end{equation*}
$$

which readily yields

$$
\begin{equation*}
\frac{\partial^{2} \Phi^{R}}{\partial X_{i}^{R} \partial X_{j}^{R}}=\frac{X_{m+1}}{X_{m+1}^{R}} \frac{\partial^{2} \Phi}{\partial X_{i} \partial X_{j}} \tag{37}
\end{equation*}
$$

Since $\widetilde{X}_{i}$ is fixed, the restrictions from Eq. (31) imply

$$
\begin{equation*}
\delta \widetilde{X}_{i}=-\delta \widetilde{X}_{i}^{R} \tag{38}
\end{equation*}
$$

for all $i=1, \ldots, m$. The combination of Eqs. (37) and (38) relates the second order variations for $\sigma^{R}$ and $\sigma$ to the scale factor previously chosen according to

$$
\begin{equation*}
\delta^{2} \Phi^{R}=\frac{X_{m+1}}{X_{m+1}^{R}} \delta^{2} \Phi \tag{39}
\end{equation*}
$$

Similarly, the higher order variations also obey analogous relations

$$
\begin{equation*}
\delta^{k} \Phi^{R}=(-1)^{k}\left(\frac{X_{m+1}}{X_{m+1}^{R}}\right)^{k-1} \delta^{k} \Phi \tag{40}
\end{equation*}
$$

Note that $k=1$ recovers the condition regarding a local extremum, from which we extract the equality between the intensive fields or generalized forces. In the limit

$$
\begin{equation*}
\frac{X_{m+1}}{X_{m+1}^{R}} \rightarrow 0 \tag{41}
\end{equation*}
$$

the complementary system $\sigma^{R}$ can be regarded as a reservoir if compared to the selected subsystem $\sigma$, which plays the role of a replica in reduced scale of the total system $\tilde{\sigma}$. This mental experiment is represented schematically in Fig. 3.

Considering the described scenario, the variation of the thermodynamic potential given in Eq. (33) simplifies to

$$
\begin{equation*}
\Delta \widetilde{\Phi} \rightarrow \delta^{2} \Phi+\delta^{3} \Phi+\ldots \tag{42}
\end{equation*}
$$

Therefore, the sign of the quadratic form $\delta^{2} \Phi$ determines the thermodynamic stability in a local scope. Explicitly, the second variation $\delta^{2} \phi=\delta^{2} \phi\left(\mathbf{x}_{0} ; \mathbf{x}\right)$ of $\phi=$ $\phi\left(x_{1}, \ldots, x_{m}\right)$ is expressed by

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \phi_{i j} \delta x_{i} \delta x_{j} \tag{43}
\end{equation*}
$$

a second order degree polynomial in $m$ variables whose coefficients $\phi_{i j}$

$$
\begin{equation*}
\phi_{i j}=\frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}\left(\mathbf{x}_{0}\right) \tag{44}
\end{equation*}
$$

are elements of the hessian matrix of $\phi$ evaluated at the equilibrium state $\mathbf{x}_{0}$. In matrix notation, Eq. (43) becomes

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \delta \mathbf{x}^{T} Q \delta \mathbf{x} \tag{45}
\end{equation*}
$$

where $Q=Q\left(\mathbf{x}_{0}\right)$ is the Hessian matrix of $\phi$ calculated at $\mathbf{x}_{0}$ :

$$
Q=\left[\begin{array}{cccc}
\phi_{11} & \phi_{12} & \ldots & \phi_{1 m}  \tag{46}\\
\phi_{21} & \phi_{22} & \ldots & \phi_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{m 1} & \phi_{m 2} & \ldots & \phi_{m m}
\end{array}\right]
$$

We seek a diagonal representation for this bilinear form in order to clarify the conditions determining its positivity. Indeed, every symmetric quadratic form admits a diagonal representation through a linear transformation [6]. Precisely, it is possible to conceive an appropriate change of basis $L: \delta \mathbf{x} \mapsto \delta \mathbf{y}$ given by

$$
\begin{equation*}
\delta \mathbf{y}=L \delta \mathbf{x} \tag{47}
\end{equation*}
$$

such that the quadratic form is diagonal

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \sum_{i=1}^{m} \lambda_{i} \delta y_{i}^{2} \tag{48}
\end{equation*}
$$

In a matrix notation, Eq. (48) assumes the form

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \delta \mathbf{y}^{T} \Lambda \delta \mathbf{y} \tag{49}
\end{equation*}
$$

with $\Lambda$ the diagonal matrix

$$
\Lambda=\left[\begin{array}{cccc}
\lambda_{1} & 0 & \ldots & 0  \tag{50}\\
0 & \lambda_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_{m}
\end{array}\right]
$$

Therefore, both transformation are connected by a conjugation relation

$$
\begin{equation*}
Q=L^{T} \Lambda L \tag{51}
\end{equation*}
$$

Consequently, our stability analysis relies on determining the sign of the coefficients $\left\{\lambda_{i}\right\}$. In general, the referred coordinate transformation is not unique [7]. Nevertheless, the number of positive, negative and null terms among the supra-cited coefficients is always the same. This statement is known as the Sylvester's law of inertia [8], whose name alludes to an intrinsic property of the quadratic form which resists the mentioned change of basis. In a geometrical scope, the dimensions of the maximal subspaces in which the quadratic form is positive or negatively defined are invariant under these circumstances.

Regarding the non uniqueness associated to $Q$, we seek the transformation carrying physical meaning in the explored context. For example, we can diagonalize the Hessian form through an orthogonal transformation. In the linear algebra scenario, the spectral theorem attests that every symmetric matrix is diagonalizable by an orthogonal transformation, which preserves the euclidean metric. However, such procedure does not exhibit any physical information and meaning for the manifold defined by the fundamental equation in the Gibbs space. On the other hand, the orthogonal transformation finds applications in the context of vibrations and stability of structures, once the physical space is naturally endowed with the euclidean metric. Alternatively, we show in the following that a deeper connection with the thermodynamic structure presented is established when the diagonalization is carried by completing squares, also known as the Lagrange method.

## 1. Diagonalization for a non-singular quadratic form

We treat initially a non-degenerate quadratic form, with $\operatorname{det}(Q) \neq 0$. For $\phi_{11} \neq 0$, we separate the terms containing $\delta x_{1}$, completing the square according to

$$
\begin{align*}
\delta^{2} \phi= & \frac{1}{2}\left\{\phi_{11}\left(\delta x_{1}+\sum_{j=2}^{m} \frac{\phi_{1 j}}{\phi_{11}} \delta x_{j}\right)^{2}\right. \\
& \left.+\sum_{i, j=2}^{m}\left(\phi_{i j}-\frac{\phi_{1 i} \phi_{1 j}}{\phi_{11}}\right) \delta x_{i} \delta x_{j}\right\} \tag{52}
\end{align*}
$$

Two new parameters naturally arise from this procedure: the coordinate system

$$
\begin{equation*}
\delta y_{1}=\delta x_{1}+\sum_{j=2}^{m} \frac{\phi_{1 j}}{\phi_{11}} \delta x_{j} \tag{53}
\end{equation*}
$$

as well as the set of coefficients

$$
\begin{equation*}
\phi_{i j}^{(1)}=\phi_{i j}-\frac{\phi_{1 i} \phi_{1 j}}{\phi_{11}}, \tag{54}
\end{equation*}
$$

for $i, j=2, \ldots, m$. Including these definitions, Eq. (52) becomes

$$
\begin{align*}
\delta^{2} \phi & =\frac{1}{2}\left\{\phi_{11} \delta y_{1}^{2}+\sum_{i, j=2}^{m} \phi_{i j}^{(1)} \delta x_{i} \delta x_{j}\right\} \\
& =\frac{1}{2} \phi_{11} \delta y_{1}^{2}+\delta^{2} \phi^{(1)} \tag{55}
\end{align*}
$$

where the remaining sum was redefined as

$$
\begin{equation*}
\delta^{2} \phi^{(1)}=\sum_{i, j=2}^{m} \phi_{i j}^{(1)} \delta x_{i} \delta x_{j} \tag{56}
\end{equation*}
$$

As deduced in Eq. (55), the reduction process generates the first element in the diagonal representation, given simply by

$$
\begin{equation*}
\lambda_{1}=\phi_{11}=\frac{\partial^{2} \phi}{\partial x_{1}^{2}} \tag{57}
\end{equation*}
$$

The coefficients $\phi_{i j}^{(1)}$ defined through Eq. (54) receive this label because they are second derivatives of the Legendre transform $\phi^{(1)}=\phi^{(1)}\left(P_{1}, x_{2}, \ldots, x_{m}\right)$ of $\phi$ with respect to $x_{1}$,

$$
\begin{equation*}
\phi_{i j}^{(1)}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{i} \partial x_{j}}\right)_{P_{1}} \tag{58}
\end{equation*}
$$

evaluated in terms of the natural variables $P_{1}, x_{2}, \ldots, x_{m}$. Also, from the change of coordinates carried by the Legendre transformation, the new coordinate $\delta y_{1}$ addressed in Eq. (53) can be expressed as

$$
\begin{equation*}
\delta y_{1}=\delta x_{1}-\sum_{j=2}^{m}\left(\frac{\partial x_{1}}{\partial x_{j}}\right)_{P_{1}} \delta x_{j} \tag{59}
\end{equation*}
$$

Both identifications shown in Eqs. (58) and (59) are demonstrated in Appendix A.

Note that we are in the same position when we started the diagonalization process. Therefore, it is possible to develop the next steps by induction. For $\phi_{22}^{(1)} \neq 0$, we obtain the new basis

$$
\begin{equation*}
\delta y_{2}=\delta x_{2}-\sum_{j=3}^{m}\left(\frac{\partial x_{2}}{\partial x_{j}}\right)_{P_{1}, P_{2}} \delta x_{j} \tag{60}
\end{equation*}
$$

and the coefficients

$$
\begin{equation*}
\phi_{i j}^{(2)}=\phi_{i j}^{(1)}-\frac{\phi_{2 i}^{(1)} \phi_{2 j}^{(1)}}{\phi_{22}^{(1)}} . \tag{61}
\end{equation*}
$$

The next diagonal element is

$$
\begin{equation*}
\lambda_{2}=\phi_{22}^{(1)}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{2}^{2}}\right)_{P_{1}} \tag{62}
\end{equation*}
$$

and the second order variation from Eq. (55) transforms into

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \phi_{11} \delta y_{1}^{2}+\frac{1}{2} \phi_{22}^{(1)} \delta y_{2}^{2}+\delta^{2} \phi^{(2)} \tag{63}
\end{equation*}
$$

In such non-singular case, the complete process provides the following diagonal terms

$$
\begin{equation*}
\lambda_{k}=\phi_{k k}^{(k-1)}=\left(\frac{\partial^{2} \phi^{(k-1)}}{\partial x_{k}^{2}}\right)_{P_{1}, \ldots, P_{k-1}} \tag{64}
\end{equation*}
$$

obtained through the change of basis

$$
\begin{equation*}
\delta y_{k}=\delta x_{k}-\sum_{j=k+1}^{m}\left(\frac{\partial x_{k}}{\partial x_{j}}\right)_{P_{1}, \ldots, P_{k}} \delta x_{j} \tag{65}
\end{equation*}
$$

for $k=1, \ldots, m-1$ and

$$
\begin{equation*}
\delta y_{m}=\delta x_{m} \tag{66}
\end{equation*}
$$

In a matrix language, the transformation $L$ which diagonalizes $Q$ into $\Lambda$ is given by

$$
L=\left[\begin{array}{cccc}
1 & -\left(\frac{\partial x_{1}}{\partial x_{2}}\right)_{P_{1}} & \cdots & -\left(\frac{\partial x_{1}}{\partial x_{m}}\right)_{P_{1}}  \tag{67}\\
0 & 1 & \cdots & -\left(\frac{\partial x_{2}}{\partial x_{m}}\right)_{P_{1}, P_{2}} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right]
$$

The exposed diagonalization procedure presents a clear physical interpretation based on the presented decomposition for the total system $\widetilde{\sigma}$. The artificial partition involves its re-scaled copy $\sigma$ coupled to the complementary part $\sigma^{R}$, regarded as a reservoir of extensive quantities. This mental construction allows for testing the stability of an equilibrium state through fluctuations which are naturally implemented by Legendre transformations due to their intrinsic variational character. We begin our analysis with the variable $x_{1}$. By enabling fluctuations $\delta x_{1}$ with the remaining variables $x_{2}, \ldots, x_{m}$ fixed, the extremal principle

$$
\begin{equation*}
\Delta \widetilde{\phi}>0 \tag{68}
\end{equation*}
$$

transforms into

$$
\begin{equation*}
\Delta \widetilde{\phi}^{(1)}=\Delta\left(\phi-P_{1} x_{1}\right)>0 \tag{69}
\end{equation*}
$$

following. The local stability with respect to the induced variation requires that the function $\widetilde{\phi}^{(1)}$ presents a local minimum at the studied equilibrium state. Precisely, the second fundamental form must be positive definite

$$
\begin{equation*}
\delta^{2} \widetilde{\phi}^{(1)}=\delta^{2} \phi=\frac{\partial^{2} \phi}{\partial x_{1}^{2}}\left(\delta x_{1}\right)^{2}>0 \tag{70}
\end{equation*}
$$

yielding the first diagonal element

$$
\begin{equation*}
\lambda_{1}=\frac{\partial^{2} \phi}{\partial x_{1}^{2}}=\frac{\partial P_{1}}{\partial x_{1}}>0 \tag{71}
\end{equation*}
$$

This condition permits the local realization of the Legendre transformation involving the conjugate variables $x_{1}$ and $P_{1}$. We derive the equation of state

$$
\begin{equation*}
x_{1}=x_{1}\left(P_{1}, x_{2}, \ldots, x_{m}\right) \tag{72}
\end{equation*}
$$

as a solution of the extremization problem. Since its infinitesimal deviation $\left(\delta x_{1}\right)_{P_{1}}$ of $x_{1}$ at fixed $P_{1}$ is

$$
\begin{equation*}
\left(\delta x_{1}\right)_{P_{1}}=\left(\frac{\partial x_{1}}{\partial x_{2}}\right)_{P_{1}} \delta x_{2}+\cdots+\left(\frac{\partial x_{1}}{\partial x_{m}}\right)_{P_{1}} \delta x_{m} \tag{73}
\end{equation*}
$$

the choice $\delta x_{1}=\left(\delta x_{1}\right)_{P_{1}}$ implies $\delta y_{1}=0$, according to Eq. (59). This means that, once we perform the Legendre transformation, the analysis of sign regarding the direction $\delta x_{1}$ gets completed. Such procedure verifies automatically the local stability for the corresponding variations. After this, our attention turns towards the fluxes of the variable $x_{2}$ conjugated to $P_{2}$. The corresponding successive Legendre transformation of $\phi^{(1)}$ satisfies the condition

$$
\begin{equation*}
\Delta \widetilde{\phi}^{(2)}=\Delta\left(\phi^{(1)}-P_{2} x_{2}\right)>0 \tag{74}
\end{equation*}
$$

which locally produces

$$
\begin{equation*}
\delta^{2} \widetilde{\phi}^{(2)}=\delta^{2} \phi^{(1)}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{2}^{2}}\right)_{P_{1}}\left(\delta x_{2}\right)^{2}>0 \tag{75}
\end{equation*}
$$

where the quantities $x_{3}, \ldots, x_{m}$ are kept constant. Consequently, we deduce the second diagonal element

$$
\begin{equation*}
\lambda_{2}=\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{2}^{2}}\right)_{P_{1}}=\left(\frac{\partial P_{2}}{\partial x_{2}}\right)_{P_{1}}>0 \tag{76}
\end{equation*}
$$

The equation of state derived from the new extremal principle

$$
\begin{equation*}
x_{2}=x_{2}\left(P_{1}, P_{2}, x_{3}, \ldots, x_{m}\right) \tag{77}
\end{equation*}
$$

exhibits the local variation
$\left(\delta x_{1}\right)_{P_{1}, P_{2}}=\left(\frac{\partial x_{2}}{\partial x_{3}}\right)_{P_{1}, P_{2}} \delta x_{3}+\cdots+\left(\frac{\partial x_{2}}{\partial x_{m}}\right)_{P_{1}, P_{2}} \delta x_{x_{2}(78)}$
at fixed $P_{1}$ and $P_{2}$. The new basis, show in, assumes the form $\delta y_{2}=\delta x_{2}-\left(\delta x_{1}\right)_{P_{1}, P_{2}}$. For infinitesimal deviations determined by the path describing the obtained equation of state, with $\delta x_{2}=\left(\delta x_{1}\right)_{P_{1}, P_{2}}$, the new basis yields. The diaigonalization procedure can be carried out inductively providing the same conclusions. The path or directions in the Gibbs space which test the local stability of a given state are brought by the Legendre transforms through the change of coordinates $L$. Therefore the algebraic and physical level by the natural structure of Thermodynamics equilibrium.

From the positivity of the quadratic from in the energy representation, we extract the Le Chatelier principle

$$
\begin{equation*}
\frac{\partial P_{k}}{\partial x_{k}}>\left(\frac{\partial P_{k}}{\partial x_{k}}\right)_{P_{1}}>\cdots>\left(\frac{\partial P_{k}}{\partial x_{k}}\right)_{P_{1}, \ldots, P_{k-1}}>0 \tag{79}
\end{equation*}
$$

where the displacement $\delta x_{k}$ corresponds to a gradient of the generalized force $\delta P_{k}$. Such response is larger if the extensive quantities are kept fixed, and progressively smaller if the flux is allowed at fixed fields. Similarly, the local stability requires negative diagonal elements $n$ the entropy representation.

As an example, consider a binary mixture described by a fundamental equation $U=U\left(S, V, N_{1}, N_{2}\right)$, involving the internal energy as a function of the entropy, volume, and number of particles $N_{i}$. From the total number of particles $N=N_{1}+N_{2}$, we define the generalized densities

$$
\begin{equation*}
u=\frac{U}{N}, \quad s=\frac{S}{N}, \quad v=\frac{V}{N} \text { and } x=\frac{N_{1}}{N} . \tag{80}
\end{equation*}
$$

The diagonalization of the quadratic form $\delta^{2} u$ represented by

$$
Q=\left[\begin{array}{ccc}
\frac{\partial^{2} u}{\partial s^{2}} & \frac{\partial^{2} u}{\partial s \partial v} & \frac{\partial^{2} u}{\partial s \partial x}  \tag{81}\\
\frac{\partial^{2} u}{\partial v \partial s} & \frac{\partial^{2} u}{\partial v^{2}} & \frac{\partial^{2} u}{\partial v \partial x} \\
\frac{\partial^{2} u}{\partial x \partial s} & \frac{\partial^{2} u}{\partial x \partial v} & \frac{\partial^{2} u}{\partial x^{2}}
\end{array}\right]
$$

provides the stability criteria

$$
\begin{align*}
& \lambda_{1}=\frac{\partial^{2} u}{\partial s^{2}}>0  \tag{82}\\
& \lambda_{2}=\left(\frac{\partial^{2} f}{\partial v^{2}}\right)_{T}>0  \tag{83}\\
& \lambda_{3}=\left(\frac{\partial^{2} g}{\partial x^{2}}\right)_{T, P}>0 \tag{84}
\end{align*}
$$

according to . Indeed, these diagonal elements encompass appropriate curvature conditions over the internal energy $u=u(s, v, x)$ and its successive Legendre transforms: the Helmholtz free energy $f=f(t, v, x)$ and Gibbs free energy $g=g(T, P, x)$.

## 2. Diagonalization for a singular quadratic form

The so called critical points are commonly considered as the boundary between stable and unstable states. In the explored context, the critical manifold can be defined by the semi definite character of the previously analyzed quadratic form. This condition is achieved whenever one of its diagonal elements, say $\lambda_{r}$, becomes zero; this readily implies $\operatorname{det} Q=0$. Since the order of the variables is not unique, we choose $r$ with the least value as possible. We discern two possibilities: $r=m$ and $r<m$. In the case $r=m$, with

$$
\begin{equation*}
\lambda_{m}=\phi_{m m}^{(m-1)}=0, \tag{85}
\end{equation*}
$$

the diagonalization procedure is concluded without problems. This is the most usual scenario. Since the quadratic form can assume the value zero, a positive freeenergy variation is guaranteed locally if

$$
\begin{equation*}
\frac{\partial^{3} \phi^{(m-1)}}{\partial x_{m}^{3}}=0 \tag{86}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{4} \phi^{(m-1)}}{\partial x_{m}^{4}}>0 \tag{87}
\end{equation*}
$$

For the remaining case (responsible for the critical azeotropy in binary mixtures), the diagonalization is interrupted when we arrive at the variable $x_{r}$ according to

$$
\begin{equation*}
\delta^{2} \phi=\frac{1}{2} \sum_{i=1}^{r-1} \lambda_{i} \delta y_{i}^{2}+\delta^{2} \phi^{(r-1)} \tag{88}
\end{equation*}
$$

with

$$
\begin{equation*}
\delta^{2} \phi^{(r-1)}=\sum_{i, j=r}^{m} \phi_{i j}^{(r-1)} \delta x_{i} \delta x_{j} \tag{89}
\end{equation*}
$$

Considering

$$
\begin{equation*}
\lambda_{r}=\phi_{r r}^{(r-1)}=0, \tag{90}
\end{equation*}
$$

the quadratic form of Eq. (89) is semi-definite if

$$
\begin{equation*}
\phi_{r j}^{(r-1)}=0, \tag{91}
\end{equation*}
$$

for $j=r+1, \ldots, m$. Indeed, by choosing the displacements

$$
\begin{equation*}
\delta y_{i}=0 \tag{92}
\end{equation*}
$$

for $1 \leq i \leq r-1$, as well as

$$
\begin{equation*}
\delta x_{j}=0 \tag{93}
\end{equation*}
$$

for $r+1 \leq j \leq m$, the quadratic form

$$
\begin{equation*}
\delta^{2} \phi=\phi_{r k}^{(r-1)} \delta x_{r} \delta x_{k}+\phi_{k k}^{(r-1)} \delta x_{k}^{2} \tag{94}
\end{equation*}
$$

can take on positive and negative values according to the arbitrated values of $\delta x_{r}$ and $\delta x_{k}$. Then, we continue the diagonalization process keeping fixed the coordinate $x_{r}$, without submitting it to the Legendre transformation. Consequently, there is a decoupling between the sets of variables $\left\{x_{1}, \ldots, x_{r-1}\right\}$ and $\left\{x_{r+1}, \ldots, x_{m}\right\}$. Collecting the previous results, the critical points are determined by the following conditions

$$
\begin{align*}
\lambda_{r}=\frac{\partial^{3} \phi^{(r-1)}}{\partial x_{r}^{2}} & =0, \quad \lambda_{j}>0 \quad(j \neq r)  \tag{95}\\
\frac{\partial^{3} \phi^{(r-1)}}{\partial x_{r}^{3}} & =0, \quad \frac{\partial^{4} \phi^{(r-1)}}{\partial x_{r}^{4}}>0  \tag{96}\\
\frac{\partial^{2} \phi^{(r-1)}}{\partial x_{j} \partial x_{r}} & =0, \quad(j=r+1, \ldots, m) . \tag{97}
\end{align*}
$$

## B. Global Stability and the Maxwell Construction

We extend our stability analysis to global variations, including the emergence of several local minimum states. The general idea is already contained in the extremal principle of Eq, which can be extended to its Legendre transformations according to . We highlight the following possibilities: locally

$$
\begin{align*}
& \delta^{2} \widetilde{\Phi}^{(k)}>0  \tag{98}\\
& \delta^{2} \widetilde{\Phi}^{(k)}=0  \tag{99}\\
& \delta^{2} \widetilde{\Phi}^{(k)}<0 \tag{100}
\end{align*}
$$

and globally

$$
\begin{equation*}
\Delta \widetilde{\Phi}^{(k)} \geq 0 \tag{101}
\end{equation*}
$$

for $k=1, \ldots, m$. The equilibrium is stable if the conditions of Eqs. (99) and (101) are satisfied; in the critical case, the local quadratic approximation for the thermodynamic potential becomes degenerated as stated by Eq. (100). Also, if Eq. (99) is fulfilled with violation of Eq. (101) for a certain displacement, such equilibrium state is designated as metastable. The equilibrium state is unstable if Eq. (100) is verified by some local displacement.

We explore these definitions by studying fluctuations of the quantity $X$ (from a fundamental relation $\Phi=\Phi(X)$ ) obtained via interaction with reservoirs $R(P)$ through Legendre transformations. Figure illustrates this procedure based on the described method of Lagrange multipliers, addressing three values of the conjugated field $P_{\alpha}>P_{\beta}>P_{\gamma}$. The respective thermodynamic potentials and families of lines of slope as functions of $X$ are portrayed by Figs. ; the construction of the corresponding potentials $\widetilde{\Phi}^{\prime(1)}$ is exhibited in Figs. ; finally, Fig. depict the equations of state resultant from the extremization procedure and locally symbolized by $\frac{\partial \Phi}{\partial X}$. In Figs., the case $P=P_{\alpha}$ points out the emergence of a local solution $X_{0}^{*}$ to the extremization problem, besides the global minimum $X_{0}$. The colored area in Fig. corresponds to the energetic barrier separating theses equilibrium states. Precisely, this is verified because the highlighted region corresponds to the variation as follows

$$
\begin{align*}
\int_{X_{0}}^{X_{0}^{*}}\left(P-\frac{\partial \Phi}{\partial X}\right) d X & =P\left(X_{0}-X_{0}^{*}\right)-\left[\Phi\left(X_{0}\right)-\Phi\left(X_{0}^{*}\right)\right] \\
& =\left[\Phi\left(X_{0}^{*}\right)-P X_{0}^{*}\right]-\left[\Phi\left(X_{0}\right)-P X_{0}\right] \\
& =\Delta \widetilde{\Phi}^{(1)} \tag{102}
\end{align*}
$$

For $P=P_{\beta}$, we observe a new metastable phase, the solution $X_{0}^{\prime}$. The free energy available to reach the local maximum from this metastable state is not enough to accomplish the same process starting from the global minimum, since $\Delta \widetilde{\Phi}^{\prime \prime(1)}>\Delta \widetilde{\Phi}^{\prime(1)}$. These variations are also represented by the areas in Fig. When $P=P_{\gamma}$, two global minima occur, $X_{0}^{\prime}$ and $X_{0}^{\prime \prime}$. Thus, the previous variations become equal, with $\Delta \widetilde{\Phi}^{\prime \prime(1)}=\Delta \widetilde{\Phi}^{\prime(1)}$ . This is equivalent to the Maxwell Ccostruction. Indeed, the Maxwell construction is an artifice recovering a fundamental idea: the stable equilibrium states must be determined by the extremization of a thermodynamical potential. The variational procedure directly determines the equations of state, not the simple attribution

$$
\begin{equation*}
P \rightarrow \frac{\partial \Phi}{\partial X} \tag{103}
\end{equation*}
$$

which actually generates an imprecise equation of state that must be corrected by a Maxwell construction. The equilibrium points obtained in Fig are described in Fig..
$P=P_{\alpha}$
$P=P_{\beta}$

$$
P=P_{\gamma}
$$



FIG. 4. The Legendre transformation and the Maxwell Construction, considering three different values of the fixed field $P$.

The stable presenting. Hence the adequate equation of state comes from the minimization of the potential

$$
\begin{equation*}
\Phi^{(1)}=\min _{X}\{\Phi(X)+P X\} \tag{104}
\end{equation*}
$$

providing the correct solution $X_{0}=X_{0}(P)$, with $\Phi^{(1)}(P)=\widetilde{\Phi}^{(1)}\left(P \mid X_{0}\right)$.
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## Appendix A: Change of variables and Legendre transformations

Our analysis begin with the case $k=1$, exploring the intrinsic change of variables carried by the studied transformations. In order to check the relation for the new coordinates $\delta y_{1}$ and the coefficients $\phi_{i j}^{(1)}$, we consider the equation of state

$$
\begin{equation*}
x_{1}=x_{1}\left(P_{1}, x_{2}, \ldots, x_{m}\right) \tag{A1}
\end{equation*}
$$

generated by the Legendre transformation $\phi^{(1)}$ of the thermodynamic potential $\phi$ with respect to $x_{1}$. This solution establishes a relation of the form


FIG. 5. The equation of state, obtained as the solution of the extremization procedure
$\eta\left(P_{1}, x_{1}, x_{2}, \ldots, x_{m}\right)=0$, whose implicit definition

$$
\begin{equation*}
\eta\left(P_{1}, x_{1}\left(P_{1}, x_{2}, \ldots, x_{m}\right), x_{2}, \ldots, x_{m}\right)=0 \tag{A2}
\end{equation*}
$$

yields the derivative

$$
\begin{equation*}
\frac{\partial \eta}{\partial x_{i}}+\frac{\partial \eta}{\partial x_{1}}\left(\frac{\partial x_{1}}{\partial x_{i}}\right)_{P_{1}}=0 \tag{A3}
\end{equation*}
$$

through the chain rule. Therefore, we achieve the expression

$$
\begin{equation*}
\left(\frac{\partial x_{1}}{\partial x_{i}}\right)_{P_{1}}=-\frac{\partial \eta}{\partial x_{i}} / \frac{\partial \eta}{\partial x_{1}} \tag{A4}
\end{equation*}
$$

a consequence of the known implicit function theorem. If we choose

$$
\begin{equation*}
\eta=P_{1}\left(x_{1}, x_{2}, \ldots, x_{m}\right)-P_{1} \tag{A5}
\end{equation*}
$$

derived from the local inversion of Eq. (A1) or $P_{1}=\frac{\partial \phi}{\partial x_{1}}$, the result provided by Eq. (A4) becomes

$$
\begin{align*}
\left(\frac{\partial x_{1}}{\partial x_{i}}\right)_{P_{1}} & =-\frac{\partial P_{1}}{\partial x_{i}} / \frac{\partial P_{1}}{\partial x_{1}} \\
& =-\frac{\partial^{2} \phi}{\partial x_{i} \partial x_{1}} / \frac{\partial^{2} \phi}{\partial x_{1}^{2}}=\frac{\phi_{i 1}}{\phi_{11}} \tag{A6}
\end{align*}
$$

for $i=2, \ldots, m$ as well as the condition $\phi_{11} \neq 0$. Here we considered the compact notation introduced in Eq. (58). Consequently, by employing Eq. (A6), the new basis described in Eq. (??) becomes

$$
\begin{align*}
\delta y_{1} & =\delta x_{1}+\sum_{i=2}^{m} \frac{\phi_{1 i}}{\phi_{11}} \delta x_{i} \\
& =\delta x_{1}-\sum_{i=2}^{m}\left(\frac{\partial x_{1}}{\partial x_{i}}\right)_{P_{1}} \delta x_{i} \tag{A7}
\end{align*}
$$

as stated by Eq. (59).
Similarly, we analyze a generic function of the form $\xi=\xi\left(P_{1}, x_{2}, \ldots, x_{m}\right)$. Its dependence on the variables $P_{1}, x_{2}, \ldots, x_{m}$ is implicitly described by the equation of state Eq. (A1) according to

$$
\xi\left(P_{1}, x_{2}, \ldots, x_{m}\right)=\xi\left(x_{1}\left(P_{1}, x_{2}, \ldots, x_{m}\right), x_{2}, \ldots, x_{m}\right),
$$

The chain rule for its derivative provides

$$
\begin{equation*}
\left(\frac{\partial \xi}{\partial x_{i}}\right)_{P_{1}}=\frac{\partial \xi}{\partial x_{i}}+\frac{\partial \xi}{\partial x_{1}}\left(\frac{\partial x_{1}}{\partial x_{i}}\right)_{P_{1}} \tag{A8}
\end{equation*}
$$

Based on the choice $\xi=\frac{\partial \phi^{(1)}}{\partial x_{j}}$, Eqs. (A6) and (A8) imply

$$
\left(\frac{\partial^{2} \phi^{(1)}}{\partial x_{i} \partial x_{j}}\right)_{P_{1}}=\frac{\partial^{2} \phi}{\partial x_{i} \partial x_{j}}-\frac{\partial^{2} \phi}{\partial x_{1} \partial x_{j}} \frac{\partial^{2} \phi}{\partial x_{i} \partial x_{1}} / \frac{\partial^{2} \phi}{\partial x_{1}^{2}}
$$

which, in a compact notation, is equivalent to

$$
\begin{equation*}
\phi_{i j}^{(1)}=\phi_{i j}-\frac{\phi_{1 i} \phi_{1 j}}{\phi_{11}} . \tag{A9}
\end{equation*}
$$

with $i, j=2, \ldots, m$. Hence the coefficients defined in Eq. (54) are the second derivatives with respect to the appropriate Legendre transformation of the fundamental equation. The $k>1$ scenario follows in a straightforward manner by induction on $k$.
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[^0]:    ${ }^{1}$ Supercooled water impacts on certain technologies including pharmaceutical, food industries and cryopreservation, the technique of preserving organs and other biomaterials in low temperature. Supercooled water also appears in clouds resulting in the problematic formation of large ice crystals over the surface of aircrafts [4].

[^1]:    ${ }^{1}$ our analysis employs $d=3$, a simple cubic lattice.

[^2]:    ${ }^{1}$ We include the chemical potential as a part of the Hamiltonian in order to simplify the notation.

[^3]:    ${ }^{2}$ The chemical potential monotonically increases with pressure.

[^4]:    *Special Topic: Water and Water Systems (Eds. F. Mallamace, R. Car, and Limei Xu).

[^5]:    ${ }^{1)}$ It is well defined because $\lim _{T \rightarrow 0} T s(T, p)=0$, where $s=s(T, p)$ is the entropy per particle.

[^6]:    ${ }^{2)}$ Note that $\eta_{r}(p)$ was previously interpreted as the microscopic enthalpy for a pair of successive particles in previous works, with $\eta_{r}(p)=h(r ; p)[23,25]$.

[^7]:    ${ }^{3)}$ For simplicity, neither the gas phase nor the liquid-gas phase transition are numbered.
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