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ABSTRACT In recent years, with the growth in the use of Unmanned Aerial Vehicles (UAVs), UAV-based
systems have become popular in both military and civil applications. The lack of reliable communication
infrastructure in these scenarios has motivated the use of UAVs to establish a network as flying nodes,
also known as Flying Ad Hoc Networks (FANETs). However, the high mobility degree of flying and
terrestrial users may be responsible for constant changes in the network topology, which makes more
challenging to guarantee their communication during the operational time. In this context, this article presents
a Software-defined networking (SDN) based Topology management for FANETs - called of STFANET -,
which is a coordination protocol that englobes both an efficient SDN-based UAV communication and a
set of topology management algorithms. The goal is to establish and maintain a FANET topology in order
to provide a constant and reliable communication link among independent nodes - which are performing
individual or collaborative missions - through relays units. Simulation results show the efficiency of the
proposed protocol in order to provide communication in a dynamic scenario. Considering its use in a military
setting, STFANETmanaged to achieve 25% of packet loss in transmitting data packets, 1.5ms of latency and
71% of connectivity on average.

INDEX TERMS FANET, topology management, relay node placement, SDN, communication protocol.

I. INTRODUCTION
The lack of reliable communication infrastructure in collabo-
rative missions performed by multiple users, such as in post-
disaster and warfare scenarios, is a notorious problem since
decisions and actions might require shared information and a
short time to be taken. In some cases, reliable and fast wireless
communication among them through the network is critical,
as time is precious when rescuing victims in a post-natural
disaster scenario or soldiers on the battlefield support are
under concern [1], [2]. In the past few years, collaborative
applications of Unmanned Aerial Vehicles (UAVs) have been
proposed to address such demands, by the so-called Flying
Ad Hoc Network (FANET) [3]–[8], due to their capabilities
of sensing, processing, moving and communicating [9], [10].

Particularly, nowadays warfare requires an adaptive, flex-
ible and autonomous networks to rapidly adjust to different
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situations and missions [11]. In fact, FANETs have been
already considered in very concrete military scenarios to
support Command and Control (C2) systems in the battle-
field [12]–[15], and teams of UAVs have been considered to
search for victims in post-disaster situations [16]–[19].

In both civilian and military applications, multiple and
independent nodes - which may be terrestrial or flying users
- perform their own or collaborative mission by exploring,
sensing, and disseminating information. As they may require
fast data dissemination, a well-established FANET connec-
tion is a valuable asset in order to guarantee communication
among them with high availability and reliability [14]. As a
consequence, flying relay nodes may be considered being
best allocated in order to provide desired connectivity among
independent nodes as long and as stable as possible. In case
of disconnection, the FANET must be able to adapt itself and
reestablish the connection as swiftly as possible.

The controller and relay nodes’ placement is referred to
as topology management in this article and is generally
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a combination of two different phases: construction and
adjustment [20], [21]. Firstly, there must have a solution
for the initial nodes distribution, which is performed during
the construction phase and is computationally expensive to
achieve a feasible result in general. Therefore, further mainte-
nance should be performed more lightly by adjustment algo-
rithms. At some point, the adjustment solutions may not be
particularly enough tomaintain a satisfying network topology
performance. Aiming to evaluate the network and then deter-
mine whether to execute the construction or the adjustment
method, an integration algorithm is generally implemented,
which is capable of evaluating the network current topology
and deciding which method to consider (either the construc-
tion or the adjustment). As soon as a construction algorithm
is performed, nodes should be assigned, which brings node
allocation problem. In their work, Kim and Lee [21] proposed
a set of algorithms in order to construct and maintain a
FANET composed of Relay Units (RU), whichwere in charge
of establishing a connection between Mobile Units (MU) and
their ground station. In their solution, the authors did not
consider the allocation of the controller node in the network,
as well as it is aware of the nodes’ current locations through-
out the whole simulation time without relying on a multi-hop
exchange of messages. As a consequence, their proposal by
its own is still not feasible in a realistic scenario.

Observing the above-described landscape, a communica-
tion protocol must coordinate and sense the behavior of
multiple UAVs in order to maximize the benefits of the
FANET [22]. In this context, Software-Defined Networking
(SDN) is a promising approach for the FANET’s controlling
task, since it introduces complete network programmability
by separating the control plane and the data plane [23], [24].
As a consequence, SDN provides flexibility towards many
aspects of the networkmanagement, such as dynamic routing,
having been already used for monitoring and maintenance
of the network by a centralized controller [23]. For instance,
Zhao et al. [25] introduced an SDN architecture for FANET
(SD-UAVNet), in which a controller node is capable of man-
aging relay nodes’ locations and their routing policies in order
to disseminate video from a source to a destination node.
Therefore, control packets are used towards the topology
management in order to provide the best performance in data
transmission. In their work, the topology does not change
dynamically - i.e., the source and the destination nodes are
fixed in space -, which leads to a simple topology manage-
ment methodology.

Although many works [14], [26]–[29] have proposed the
use of FANET to establish the connection among different
terrestrial and flying nodes, their proposals left room for fur-
ther improvements, especially in reliability and connectivity
maintenance [30]. Moreover, a careful review in the avail-
able literature reveals a lack of approaches that completely
address the problem in setting up andmaintaining the network
connectivity of dynamic networks, such as FANETs, without
relying on either anchor nodes (e.g., a base station) or less
flexible network topologies, which are setup offline.

Zhao et al. [25] presents a realistic simulation, however with
restricted network topology. On its turn, Kim and Lee [21]
present a solution for topology management in a dynamic
FANET formation, however without realistic simulations.
Therefore, to the best of our knowledge, we have not found
other works that have focused on a topology management
solution, which considers the allocation of a controller and a
set of relay nodes, in order to sustain a network composed by
dynamic users and also have presented results from wireless
network simulators.

To cover the gap found in the literature review, this article
introduces a coordination protocol - which covers SDN-based
UAV communication and topology management algorithms
-, called STFANET. Thus, this article combines a UAV com-
munication protocol based on Zhao et al. [25] with topology
management algorithms based on Kim and Lee [21]. We con-
sider a network composed of three types of nodes: a controller
node, a set of relay nodes, and a set of independent nodes.
Relay nodes aim to sustain communication links among inde-
pendent nodes for as long as possible. Hence, the controller
node is in charge of finding and setting up the best location
for the relay nodes through topologymanagement algorithms,
as well as finding and setting up routing tables for the relay
and independent nodes. From a software-defined point of
view, the maintenance of the network is performed through
the exchange of control packets. To execute this process,
the controller periodically collects contextual information
from all the nodes and informs their new location and routing
configuration as needed in a multi-hop manner. Compared
to the related work found in the literature, this article intro-
duces the first realistic implementation of a FANET aimed to
minimize the disruptions in a network composed of dynamic
nodes, such as UAVs and terrestrial vehicles, as it manages
to keep the entire network connected, with only short time
disconnections.

In order to run the simulation, while considering modeled
physical constraints, the proposed coordination protocol was
implemented at the network layer using the OMNet++ sim-
ulator. The performed simulation considered a large area,
such as a city, where independent nodes randomly move
through the scenario. As most of the operations limit the
number of relay node - as they introduce financial cost -,
this article presents the FANET performance evaluation cat-
egorized by the number of relay nodes. Based on simulation
results, STFANETmaintains the independent nodes intercon-
nected over 70% of the simulation time. Without considering
re-transmission as delivered packets, the data packet loss
rate is limited to 25% and the control packet loss rate is up
to 10%. The performance gap is due to the capability of the
controller to set the relay nodes’ position in order to avoid
being out of range, whilst the independent nodes are not over
control of the controller node. The results also show that the
latency is considerably reduced as a higher number of nodes
is introduced in the network. Varying from 3 to 15 nodes,
the latency can be reduced from 15% to 40%, depending on
the number of hops needed for a single transmission.
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The main contributions of this article are:
• The introduction of STFANET topology management
algorithms - which include construction, adjustment,
integration and node allocation - designed to establish
and maintain communication links among mobile and
independent nodes - also referred as users - by using a
team of UAVs;

• The description of the STFANET communication pro-
tocol over the control plane enabling the controller to
monitor other nodes’ conditions and to control them
based on the topology management algorithms;

• Implementation and evaluation of the STFANET coordi-
nation protocol in a network simulator in order to assess
network performance metrics in terms of packet loss,
latency, and connectivity by varying the number of relay
nodes.

The rest of this article is organized as follows. Section II
discusses the related works for the use of SDN concept
in FANETs, highlighting their main drawbacks. Section III
presents the architecture, which provides an overview of the
nodes’ resources and capabilities. One of them is the coordi-
nation protocol, part of the controller node and matter of dis-
cussion in Section IV. This section describes the SDN-based
communication protocol implemented for the control plane,
as well as, the topology management algorithms, along with
the mathematical formulation used as the basis for its con-
struction and maintenance. Section V describes the per-
formed experiments to evaluate the proposed solution and
discusses the acquired results. Finally, concluding remarks
and possible future work are presented in Section VI.

II. RELATED WORKS
In the military domain, ground nodes may be partitioned due
to themission requirements. A fixed placement strategy of the
communication structure is not wise as it would be probably
be attacked and yet would not be able to serve marching
troops. Basu et al. [15] proposed the use of UAVs which obey
local flocking rules (like birds and insects) to adapt them-
selves to the motion of ground nodes and therefore maintain
high connectivity among them. Hence, the authors focused
their work to achieve a network connection among moving
ground nodes in a distributed manner through a FANET.
In their work, the authors aim to minimize the number of
disconnected ground nodes, as well as minimize the standard
deviation in the number of connected nodes by UAV. By the
end, they have shown efficacy in using this approach rather
than a static structure in a scenariowhich troops aremarching.

Sánchez-García et al. [16] aimed their work to use a
team of UAVs in post-disaster scenarios, where there is
a need to effectively search for victims and provide them
further assistance with data link communication. They pro-
posed a distributed Particle Swarm Optimization (PSO)
algorithm to perform the exploration mission by having
the UAVs sharing their best candidate solutions with their
neighbor nodes. Moreover, they presented a characteriza-
tion of the proposed algorithm by using a different set of

parameters’ values. In comparison with a trajectory planning
algorithm that sweeps the entire area - the Lawnmower Algo-
rithm (LMA) -, their solution was able to find 25%, 50% and
75% of the victims faster than the LMA. In addition, they
pointed out that their proposed algorithm presented a higher
number of connections and a smaller amount of elapsed time
among them in comparison to the LMA.

Focused on the Wireless Sensor Networks (WSN) context
formed by static nodes, Magán-Carrión et al. [31] proposed
a three-stage relay node placement strategy designed to max-
imize connectivity by measuring throughput and inter-node
reachability. The three steps are: firstly, a set of potential loca-
tions for the relay nodes are identified (which may be higher
in number than actually available). Then, the best locations
are selected based on the Leave-One-Out (LOO) approach,
which focuses on optimizing reachability. Finally, the solu-
tion is optimized in terms of throughput by using a PSO-based
algorithm. In the simulation analyses, they demonstrated to
have proposed an efficient method, although demanding long
execution time. Regarding [31], Magán-Carrión et al. [20]
continued focusing on the network deployment - i.e., dis-
tribution of relay nodes -, however considering they capa-
ble of self-relocating. Having included such a feature, they
proposed a multi-stage Dynamical RN placement Solution
(DRNS), based on PSO algorithms and Model Predictive
Control (MPC) techniques. Following a bi-objective opti-
mization procedure, both network connectivity and through-
put were jointly maximized.

Applications, such as surveillance operations, might
require that information should be transmitted from a mobile
device to the base station throughout the execution of
the task. Having constraints related to the wireless trans-
mission ranges and physical obstacles in the scene, relay
chains formed by intermediate UAVs may be necessary.
Burdakov et al. [32] focused their work on presenting a
solution by maximizing transmission quality given a known
target position and minimizing the number of relay nodes
which are required. They presented two new algorithms: one
uses label-correcting graph search to efficiently generate a set
of optimal relay chains solutions - in which reveals a trade-off
between the number of UAVs and the quality of the chain -,
allowing ground operators to choose among them; the second
uses a dual ascent technique to generate high-quality relay
chain given a limited number of UAVs.

Kim and Lee [21] proposed a topology management
methodology in order to sustain a FANET topology and
therefore establish communication links between Mobile
Units (MU) and their ground station, by using a set of Relay
Units (RU). Through the execution of three algorithms -
construction, adjustment, and integration -, they presented
the efficacy of their approach in terms of the resultant dis-
tances among nodes. The strategy begins with the construc-
tion algorithm to determine a starting point for each node,
which is computed based on Particle Swarm Optimization
(PSO) approach. Consequently, this procedure is computa-
tionally overwhelming and moreover the result may differ
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TABLE 1. Summary of topology management proposals.

significantly from the current nodes’ location. In order to
keep the connectivity of the network after its construction,
a Gradient function algorithm is used to adjust the current
formation. On its turn, this procedure is much lighter in terms
of computational effort; however, at some point, the controller
must be able to detect the lack of its efficiency. In this
case, the formation is completely redesigned applying the
construction algorithm, which may completely differ from
the current one. Finally, the authors implemented a method
to integrate both construction and adjustment procedures.

Zhao et al. [25] and Kirichek et al. [23] presented SDN-
like solutions for FANET. Firstly, Zhao et al. [25] considered
the allocation of relay nodes aiming to establish a commu-
nication link between a source and a destination node for
video transmission. To achieve this goal, the controller node
periodically gathers relevant information from each node,
such as the location and the remaining energy. As soon as an
event is identified, the controller selects and places relay and
source nodes in strategical locations. After settling the first
formation by managing their positions and filling their rout-
ing tables, the SDN controller keeps monitoring the condition
of the nodes and may replace them if they inform low residual
energy. Similarly, Kirichek et al. [23] also proposed an SDN-
based solution for FANET in order to manage a group of
UAVs. Flying nodes are used simply as switches in order
to settle communication links between terrestrial segments
and a flying data collector. An additional node is considered
as the SDN controller to update the nodes’ routing tables.
Their work showed the efficiency of the SDN-based solution
through simulation.

Orfanus et al. [14] proposed the use of Self-Organization
(SO) paradigm to design a robust and efficient UAV relay
network in order to support military operations, such as
reconnaissance and area coverage. For robustness, they used

Emergent Self-Organization (ESO), which is a decentralized
type of SO. Simultaneously with ESO, they implemented
a feedback-based system which applied positive feedback
to expand area coverage and negative feedback to main-
tain nodes’ connectivity. Their work considered the scenario
where area coverage is the main goal, instead of keeping
connectivity among nodes performing unknown missions.

Based on the analysis of the state-of-the-art, it is possible
to conclude that there is a lack in the literature for realistic
simulations of Centralized Self-Organizing (CSO) FANETs
for accomplishing undetermined missions - carried by multi-
ple and mobile independent nodes -, and which also include
the controller in the network as a node. Therefore, the con-
troller node must communicate with the others through a
multi-hop wireless link. Moreover, there is a lack of network
performance evaluations, such as packet loss and latency,
in works that also propose solutions for the relay node place-
ment problem. The coordination protocol, which considers
both the control plane protocol and the topology management
algorithms, must coordinate a fleet of UAVs aimed to avoid
connection losses in a dynamic scenario. Very few works
describe the communication protocol - including packet types
and parameters - required over the control plane in order to
perform such a task. Thus, so far, not all of these key features
have been provided in a unified cooperative UAV scheme
for enhancing the military and civil applications. Table 1
summarizes the main characteristics of existing works related
to the topology management problem.

III. ARCHITECTURE
The architecture is composed of three types of nodes, namely,
one Controller Node (CN), a set of Relay Nodes (RN) and a
set of Independent Nodes (IN). The INs perform an arbitrary
mission (such as the search for points of interest [28]) and
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thus their positions are defined exclusively by themselves.
On its turn, the RNs must be allocated in order to provide the
best possible link availability among the INs. The topology
and routing management are centralized and performed by
a flying node referred to as the CN. It periodically receives
information from all the other nodes of the network, which
contains contextual information, such as their position, tra-
jectory, and speed. In this way, the CN is responsible for
positioning the RNs and itself, and also for setting the routing
tables of each node. By doing this, the CN aims to provide
the connectivity among the INs, as well as between itself and
all the other nodes. The descriptions of these three types of
nodes, as well as their internal functionalities, are presented
in the following:
• The RN is responsible for forwarding packets and, as a
consequence, establishing the connection among INs
(for data packet transmissions) and between all the nodes
and the CN (for control packet transmissions on its
turn). Every RN must periodically send its current state
to the CN, so it is able to determine the positioning
and routing scheme to extend or, at least, preserve the
network connection;

• The CN is primarily responsible for monitoring nodes’
locations, as well as setting up andmaintaining the entire
network. Hence, the CN updates the routing tables of
every node (INs and RNs) and also determines the posi-
tion of the RNs. Although the CN could serve as a relay
node, it acts exclusively in collecting and transmitting
control packets in order to focus its processing and radio
capabilities in the coordination functionality;

• The IN is performing a mission which is unknown
from the perspective of the network control. Hence, its
location is not determined by the CN, however by the
application itself. Similarly to the RNs, every IN must
periodically provide its current state to the CN.

The Figure 1 presents the functionalities of the Controller
Node, the Relay Node and the Independent Node. The links
between the nodes are basically formed through the Control
Plane and the Data Plane. All nodes exchange packets in
Control Plane, so the CN is able to monitor and control the
network through this plane. On the other hand, in the Data
Plane, only INs can transmit data packets among each other
through the RNs. Both INs and RNs contain a simple Routing
Protocol that manages to receive data or control packets, pro-
cess or relay them. In theControl Plane, both RNs and the INs
transmit Mobility Model’s information (i.e., current position,
speed, and trajectory) to the CN and process its demands,
altering its Routing Table or modifying its position through
the Mobility Manager. The INs also have the Application
layer implemented on it, which is responsible for sending
and receiving data packets through the Data Plane. Instead
of having a Routing Protocol, the CN contains the proposed
Coordination Protocol, which has stored the content con-
tained in the Routing Table of the entire network; theMobility
Manager in order to move itself; and the Topology Manager
in order to process nodes’ information and compute the entire

FIGURE 1. STFANET architecture.

network topology. This work focuses on the Coordination
Protocol.

IV. COORDINATION PROTOCOL
The coordination protocol is included in the network layer
of the CN’s communication stack. The protocol acts in the
control plane, by monitoring and controlling the FANET
behavior. In this section, the STFANET control plane pro-
tocol is presented, as well as the algorithms considered for
construction and maintenance of the network topology based
on the collected information.

TABLE 2. Control packet types exchanged by the CN, INs and RNs.

A. SDN-BASED COMMUNICATION PROTOCOL
The CN is responsible for routing and topology management
through the exchange of control packets either from or to
every node included in the FANET. In this work, it is consid-
ered the use of five types of messages, that are summarized
in Table 2 and described in the following:
• Contextual information: information about nodes’
mobility need to be periodically transmitted from each
IN and RN to the CN informing their position, speed,
and trajectory. This set of information is encapsulated
and transmitted to the CN;
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• Set location: after the CN has processed the topology
management algorithms, it communicates the change of
position to each node that is affected. The CN is able to
alter the position exclusively of RNs;

• Set route: as soon as the CN alters an edge in the network
graph, it communicates the change of routing to each
affected node. In this case, both of the RNs and INs’
routing tables need to be reconfigured by the CN;

• Acknowledge: whenever either an RN or an IN receives
a control packet from the CN, it responds with an
acknowledge message. If the CN does not receive any
confirmation packet, it will re-transmit that original
command in order to ensure its control over the FANET;

• Request route: in the case of an RN or an IN receives
a packet with a destination that is not included in the
routing table current rules, the nodewill notify the occur-
rence to the CN. The CNwill then be able to transmit the
required routing table rules to the affected nodes.

B. TOPOLOGY MANAGEMENT
Based on the collected mobility information from each node
in the FANET, the CN is able to compute topology manage-
ment algorithms to best allocate the available RNs in order
to sustain the desired connectivity among the nodes. The
execution of these algorithms is periodic, having a resulted
configuration that is transmitted through control packets to
the entire FANET.

In this sense, the main algorithms of the topology man-
agement are explained, which aim to solve the construction,
adjustment, and integration of the topology formation, as well
as the node allocation problem. As will be presented in this
section, a PSO-based strategy is used in the construction
algorithm. On its turn, a Gradient function is used towards the
adjustment algorithm. Throughout the entire operation, both
construction and adjustment algorithms are used indepen-
dently to update nodes’ positions, in a procedure referred to
as the integration algorithm. Finally, an algorithm for solving
the node allocation problem based on distance vectors is also
presented.

1) SYSTEM MODEL
The architecture described in Section III considers: a set of
INs I = {ik}

|I |
k=1; a set of UAVs as RNs R = {rk}

|R|
k=1; and one

UAV as the CN c, as shown in Figure 2.
One of the main functionalities of the CN is to set the rout-

ing table rules of each node based on the graph of the network
as a whole. It is considered two distinct routing tables. Firstly,
there is one for the control packet transmissions Pc, in which
the CN is either the source or the destination of the routes.
Moreover, there is another for the data packet transmissions
Pd , in which the CN is not included in the graph; for these
routes, the source and the destination are the INs of the
network. As a consequence, the CN does not participate as
a router for data packets. This feature will avoid the CN of
having data packets to be processed and relayed, saving its
computational and energy resources as a consequence.

FIGURE 2. Architecture applied to a military application.

In order to manage the topology of the network, the CN
needs to store the location and the routing information of
each node. Firstly, its own location is defined by xc. The set
of RNs’ location and the set of INs’ location are defined by
XR = {xv}v∈R and XI = {xv}v∈I , respectively. Aiming to
abbreviate further equations, X is a set containing all nodes’
location, as shown in (1). In addition, the routing tables rules
for data and control packet transmissions of each node are
also stored at the CN. Firstly, (2) presents Pd as the set
of routes p stored at the CN for data packet transmissions.
On its turn, as shown in (3), Pc contains the routes p for the
control plane messaging. The union of these set of routes P
is shown in (4).

X = xc∪XR∪XI (1)

Pd = {pvu}u,v∈I ,u6=v (2)

Pc = {pvu}u=c,v∈R∪I∪{p
v
u}u∈R∪I ,v=c (3)

P = {pk}
|P|
k=1 = Pd∪Pc (4)

In order to best place the RNs and itself, the CN takes into
account many aspects. The first criteria to be considered is
the minimum distance of ds among the nodes to avoid their
collision. In addition, an ideal link length d∗r should also be
respected in order to have proper communication through the
wireless channel. Moreover, there is a maximum link length
of dmaxr that two nodes may still be able to communicate
among each other. The CN aims to have the nodes allocated
between the safe distance and ideal link length - whenever
there is an established route. Hence, the constant values ds,
d∗r and dmaxr must obey (5):

ds < d∗r < dmaxr (5)

Aiming to encounter a routing solution, the Dijkstra algo-
rithm was adopted considering the length of each link as its
cost. The algorithm is not detailed in this article, as it is a well-
known algorithm and as it is not the focus of this work; it is
represented by ρ, as shown in (6). This function is responsible
for returning the set of routes P by having X , which contains
the locations of the CN, the RNs and the INs, as well as the
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TABLE 3. Priorities in order to compare solutions for the construction algorithm.

maximum link length to be considered dr . At some point,
it may be interesting to have the ideal - d∗r - or the maximum -
dmaxr - link length as the parameter dr .

P = ρ(X , dr ) (6)

Considering that it should have one route among each
IN of the network, (7) defines the maximum - and ideal -
number of data packet routes n∗d . In addition, (8) presents the
desired number of ideal number of control packet routes n∗c ,
considering that it should have one route from the CN to all
the other nodes and vice-versa. Finally, (9) defines n∗ as the
total amount of routes in an ideal scenario.

n∗d = |I |
2
− |I | (7)

n∗c = 2(|I | + |R|) (8)

n∗ = n∗d + n
∗
c (9)

2) CONSTRUCTION
STFANET considers a construction algorithm in order to
build the topology first formation and redesign it whenever
is needed. In this sense, STFANET takes into account the
Particle Swarm Optimization (PSO) algorithm to find an
optimal solution. Specifically, the aim is to define the best
solution for node placement after a fixed number of random
solutions have been interactively improved. Having it shortly,
for each iteration and for each solution (a particle), the current
one is compared to its best (known as the local best) and to
the best of all other particles by the moment (known as the
global best solution). The local and the global best solution
are updated through the iterations. In the end, the final result
is the best global solution that has been achieved.

In the PSO algorithm, particles - or solutions - need to
be compared with the local and the global best solution
at each iteration. Rather than using a single cost function,
this article adds the consideration of a number of valuable
properties prior to calculate and to compare the cost value.
Some properties (e.g., the number of connected nodes and the
number of hops) are considered to bemore relevant than other
criteria. Hence, the comparison between different particles is
performed following the criteria described in Table 3. Firstly,
a particle will be selected rather than another if the first
contains more active routes than the second. If there is no
difference in this property, the second priority is analyzed:
a reduced number of hops will result in lower latency and,
consequently, a better quality of service for the user. In the
end, the target is to minimize a cost function that consid-
ers the sum of the link length, and the maximum violations
of the link length and safe distance among nodes. As a result,
the proposed evaluation of the topology solutions takes into

account the number of routes, the number of hops, the links’
length and the distance among nodes.

Therefore, the topology strategy is mainly assessed
through a cost function aimed to beminimized during the exe-
cution of the PSO algorithm. The cost function is presented
in (10), which is the sum of (11), (12) and (13). In the follow-
ing, δ(u, v) is considered to be the distance between nodes
u and v. Firstly, (11) determines the sum of the link length
being part of the topology, having σ as weight. Equation (12)
considers the restriction of having link lengths greater than
the ideal value (d∗r ). Therefore, this component is the sum
of the distances between the nodes which do not respect the
communication range distance and takes λ as weight. Finally,
(13) considers the restriction of having the nodes closer than
the admitted distance value. On its turn, this metric is defined
as the square of the closest link that does not obey such
restriction and takes µ as weight.

f (X ,P) = f1(X ,P)+ f2(X ,P)+ f3(X ,P) (10)

f1(X ,P) = σ
∑
p∈P

∑
k=1,...,|p|−1

δ(pk , pk+1) (11)

f2(X ,P) = λ
∑
p∈P

(
max

{
0, max

k=1,...,|p|−1
δ(pk , pk+1)− d∗r

})2
(12)

f3(X ,P) = µ
(
max

{
0, ds − min

u,v∈c∪R∪I ,u6=v
δ(u, v)

})2
(13)

In the following, the population 9 is a set of particles
ψ , which its size is N9 = |9|. Moreover, u1 and u2 are
random variables uniformly distributed on vectors [0, 1]2,
and ◦ stands for the Hadamard product. During the itera-
tions of the PSO algorithm, (14), (15), and (16) are used
to determine the new particles’ proprieties - i.e., velocities
and positions. Firstly, (14) determines the new velocity value
V k+1
ψ , which depends on the current value V k

ψ and the weight
w. In addition, the velocity value also depends on the current
local best position X kψ∗ weighted by c1 · u1 and the current
global best solution X kg∗ weighted by c2 · u2. In (15), after
having determined the new velocity value V k+1 - based on
the current state -, each element of V k

ψ = {v
k
ψ,j}
|V |

j=1
is anal-

ysed and, if necessary, set to its limit Vmax . Finally, the next
position value is the sum of the current value and the velocity
value recently determined, as seen in (16).

V k+1
c∪R,ψ = wV k

c∪R,ψ

+ c1u1 ◦ (X kc∪R,ψ∗ − X
k
c∪R,ψ )

+ c2u2 ◦ (X kc∪R,g − X
k
c∪R,ψ ), ∀ψ ∈ 9 (14)
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vk+1ψ,j =


vk+1ψ,j , if vk+1ψ,j ∈[−Vmax ,Vmax].

−Vmax , if vk+1ψ,j < −Vmax .

Vmax , otherwise.

(15)

X k+1c∪R,ψ = X kc∪R,ψ + V
k+1
c∪R,ψ , ∀ψ ∈ 9 (16)

The procedures of the construction algorithm are presented
in (1). As shown, the entries are the positions of the INs XI
and the number of available RNs |R|. The output is the CN
and RNs’ formation - respectively, x∗c and X

∗
R - resulted by the

PSO computation. Firstly, the particles ψ are initialized with
uniformly random RNs’ positions within the INs’ perimeter
(line 2) and routes are formed (line 3). While the particles
are initialized, their individual local best solution ψ∗ are set
to their initial values (line 4), as well as the global solution
g is continuously updated among the initializations (line 5).
Following that, the PSO algorithm is iteratively computed by
altering the particle values (line 9 and 10), computing new
routing policies (line 11), as well as choosing the best solution
among the derived solutions (line 12 and 13). The iterations
run until one of the two following conditions is satisfied:
the global best solution does not suffer any change during
a fixed number of iterations N t

k or the maximum number of
iterations Nk is achieved. In the end, the algorithm’s output
(x∗c and X

∗
R) is derived from the best global solution computed

so far (line 15 and 16).

Algorithm 1 Construction Algorithm
Input: XI and |R|.
Output: x∗c and X∗R .

1 for each particle ψ ∈ 9 do
2 Initialize xc,ψ , XR,ψ , vc,ψ , and VR,ψ .
3 Pψ ←− ρ(xc,ψ ,XR,ψ ,XI , d∗r );
4 ψ∗←− ψ ;
5 Update g according to Table (3) and

f (xc,ψ∗ ,XR,ψ∗ ,XI ,Pψ∗ ).
6 end
7 repeat
8 for each particle ψ ∈ 9 do
9 Update vc,ψ and VR,ψ according to (14) and (15).
10 Update xc,ψ and XR,ψ according to (16).
11 Pψ ←− ρ(xc,ψ ,XR,ψ ,XM , d∗r );
12 Update ψ∗ according to Table (3) and

f (xc,ψ ,XR,ψ ,XI ,Pψ ).
13 Update g according to Table (3) and

f (xc,ψ∗ ,XR,ψ∗ ,XI ,Pψ∗ ).
14 end
15 x∗c ←− xc,g;
16 X∗R ←− XR,g;
17 until termination conditions are satisfied ;

Equation 17 defines the construction algorithm. As can be
seen, α represents the construction procedure that returns an
unsorted RNs’ location X ′R and the CN’s location xc, having

the INs’ location XI and the number of RNs |R| as entries.

{xc,X ′R} = α(XI , |R|) (17)

3) ADJUSTMENT
The incremental adjustment of the nodes’ location is per-
formed by monitoring the built topology. Basically, by mea-
suring the distance between each node and its neighbors,
a gradient function aims to evenly distribute them. In this way,
the adjustment algorithm does not compute any other routing
alternative in order to consider a better routing solution.
Instead, it only alters nodes’ position in order to best allocate
them facing the current topology.

Both (18) and (19) are in charge of performing the topology
adjustment. In (18), the resultant position x∗n referred to the
node n is derived from the current state xn and gradient value
1xn , which is on its turn determined based on its neighbors as
shown in (19). In addition, there is a threshold value in order
to consider a speed limit in the adjustment strength, where γ
scales the gradient and γr defines the maximum adjustment
value (speed limit). In order to determine the gradient value
1xn referred to the node n, (19) takes into consideration
each neighbour node v which belongs to one of the routes
contained in P; Nn(p) is the set of two neighbors of the node
n belonged the route p. Finally, α defines the degree of agility
(or response) for reacting to network topology changes.{

xn − γ ·1xn , if ||γ1xn || ≤ γr .

xn − γr
1xn
||1xn ||

, otherwise.
(18)

1xn (X ,P) =
∑
p∈P

∑
v∈Nn(p)

[
α||xn − xv||α−2(xn − xv)

]
(19)

The algorithm (2) describes the execution of the adjustment
method. The input parameters are the nodes’ positioning
(xc, XR and XI ), and the current routing policy P. On its turn,
the output of this algorithm is the desired positions of the
CN xc and the RNs XR. As shown, the method will compute
each position - considering the CN and the RNs - individually
according to (18) and (19).

Algorithm 2 Adjustment Algorithm
Input: xc, XR, XI , and P.
Output: x∗c and X∗R .

1 for each node n ∈ c ∪ R do
2 Find x∗n according to (18) and (19).
3 end

In this work, β represents the adjustment procedure,
as shown in (20). The function returns the ideal position of the
CN x∗c and the RNs’ location X∗R , having the current nodes’
location X and the active routes P as entries.

{x∗c ,X
∗
R} = β(X ,P) (20)
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4) NODES ALLOCATION
Towards the topology management, the first step for the CN
is to construct the network topology. As seen earlier, after
that, the topology is then periodically adapted by using the
adjustment methodology. However, at some point, the CN
may need to alter the topology by performing the construction
algorithm once again. In both cases, after having constructed
the topology, the current formation needs to be remodeled
to the newest proposed formation. In order to perform that
task, the RNs need to be assigned.

In this work, the selection policy takes into account the
current nodes’ location and the future formation, in a way
that the closest node will be allocated. Aiming to perform the
assignment, the strategy is to consider thatD|R|×|R| is a matrix
that contains all combinations of distances from the current
nodes to the desired locations. Considering that ||xu − xv||
represents the distance from node v to node u, (21) depicts
the content of matrix D.

Du,v = {||xu − xv||}u,v∈R (21)

The idea is then to identify interactively theminimumvalue
of the matrix D. The element which contains the minimum
value reveals the closest relation from the current node to its
future location. After finding it, both the column and the line
of this element need to be discarded. For the next iterations,
the algorithm will continue by searching for the minimum
value of those elements that are still valid. As a consequence,
the algorithm is able to identify the closest relation between
current nodes’ location and the desired formation.

Equation 22 presents λ as the function responsible for
returning the ideal and sorted nodes’ location X∗R based on
the current location XR and the desired location X ′R - given in
a unsorted sequence.

{X∗R} = λ(XR,X
′
R) (22)

Moreover, after the node allocation algorithm has been
processed, the CN is able to estimate how long should the
RNs take in order to completely recompose the topology. The
prediction is taken by the longest distance and the mobility
model of the RN. The time needed in order to have all the
RNs at the desired position is given by δ.

5) CLEANING ROUTES
In order to evaluate the current routing strategy having the
nodes’ location updates, the CN should be able to check
whether the topology changes are not causing any damage
for the network performance. Thus, the cleaning procedure
aims to discard routes that might not be operating properly.
The result of this method is not directly informed to the other
nodes. This outcome is used to detect whether the CN should
act in order to reestablish connectivity among the nodes.

Having a set of routes, the algorithm will select those ones
that the distance between consecutive nodes are not greater
than a threshold value given as parameter. Equation (23)
represents this method considering X as the current position

of all the nodes, P as the set of the routes, and dr as the limit
distance (threshold) for cleaning. The response will be a set
of cleaned routes P′.

P′ = γ (X ,P, dr ) (23)

6) INTEGRATION
The CN is responsible for combining both construction and
adjustment algorithms in order to provide a communication
link among the INs for as long as possible. As a conse-
quence, the integration algorithm must regulate the network
as fast as possible aiming to react quickly to the mobility of
the INs.

Before performing either the construction or adjustment
algorithm, the current nodes’ positioning is estimated based
on their last contextual information that was successfully
received by the CN. Therefore, for each node, the CN uses
the trajectory contained in the last received message along
with the timestamp, in order to predict its current loca-
tion. By doing that, even though some control packets have
not been received, the CN is able to cover such missing
information and the network is not significantly affected
by that.

The integration algorithm is a combination of two main
stages, which are: initialization and loop statement. The
initialization is performed once, as soon as the controller
node has just started. This stage is responsible for the initial
topology formation, as well as defining its routing policies
for forwarding both control and data packets. After that,
the loop statement algorithm is a while-true operation, which
is performed throughout the entire operation. This second
phase is in charge of evaluating and correcting the current
topology configuration.

FIGURE 3. Flowchart presenting the initialization phase of the integration
algorithm including the descriptions of each step. In the flowchart, CS and
CST stand for ‘‘Compute and Set’’ and ‘‘Compute and Store’’, respectively.

Figures 3 and 4 present the flowchart which depicts the
initialization algorithm. The first (Figure 3) describes the pro-
cess, while the later (Figure 4) shows the equations regarding
each step of the flowchart. Similarly, both Figures 5 and 6
present the flowchart of the loop statement algorithm includ-
ing the description and the equations, respectively. The
initialization and the loop statement are better described indi-
vidually in the following.
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FIGURE 4. Flowchart presenting the initialization phase of the integration
algorithm including the equations used in each step.

a: Initialization
The algorithm begins considering that every node is located
in the range of the CN; even that they might not be in the
range of each other. Firstly, the CN aims to plan the RNs’ and
its own position through the construction algorithm (P1). The
RNs are then better allocated using the node allocation algo-
rithm (P2). As soon as it is finished, the routing is computed
using the routing strategy (P3). From this moment, the CN
will keep monitoring the network in order to best update the
routing strategies and RNs’ location based on the collected
information.

b: Loop statement
Once the topology is built and set, the CN is responsible for
adjusting it according to the INs’ movements. Knowing that
the construction algorithm should be avoided, the adjustment
algorithm is able to continuously adapt the network until there
is a need to change the current topology.

The first aspect addressed in the loop statement is: has
been passed the needed time δ since the last construction
instant tlast until the present moment tnow? This question
will guide the definition of which parameter should be used
in order to accommodate the topology through the adjust-
ment algorithm. In other words, this question will determine
whether the adjustment algorithm will consider the current
routing strategy (P5) or the one that is aimed when the nodes
achieve at the desired position of the construction algorithm
(P5 and P6).

After having just computed the adjustment of the topology,
a checking procedure for evaluating the need for changing the
network configuration is applied. The procedure starts at P7.
At this point, the CN contains the current routing strategy P
and the updated nodes’ location X . The cleaning method is
performed in order to internally discard the routes that have
a link length greater than the ideal value of d∗r . Having the
cleaned routes P′, the algorithm is able to evaluate whether
the current nodes’ locations have led the current solution to
not reach the ideal number of routes n∗ (Q2). In the case that
the current solution is adequate, the network topology is not
modified. However, if the current solution is not satisfactory,
the algorithm attempts to solve the inefficacy by computing
a routing strategy considering the current formation X (P8).

FIGURE 5. Flowchart presenting the loop statement phase of the
integration algorithm including the descriptions of each step. In the
flowchart, S, CS, and CST stand for ‘‘Set’’, ‘‘Compute and Set’’, and
‘‘Compute and Store’’, respectively.

The proposed routing solution needs to be evaluated. Thus,
Q3 performs the same question as Q2, examining the current
routing strategy P - which has been recently computed -
with the ideal number of routes n∗. If the newest routing
solution has solved the inefficacy, nothing else is either com-
puted or modified.
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FIGURE 6. Flowchart presenting the loop statement phase of the
integration algorithm including the equations used in each step.

The previous question Q3 may indicate that the current
routing strategy may also not have been sufficient for having
the desired connectivity. In this case, the algorithm should
consider that the nodes may not have achieved their ideal
location X∗ by the moment. In order to evaluate the rout-
ing strategy considering that all nodes are hypothetically at
their ideal locations, the routing algorithm is performed once

again (P9). The resulting routing strategy P′ is temporary
and it is considered just to check its efficiency through ques-
tion Q4. Having concluded that nodes’ location targets lead
to the desired connectivity, a temporary routing strategy is
performed (P15). At this time, it is considered the current
nodes’ position X and the maximum link length dmaxr in
order to have a temporary establishment of the network until
the nodes do not reach their target position. On the other
hand, the question Q5 may indicate that achieving the nodes’
location targets does not lead to the desired network con-
nectivity. In this case, the algorithm will start computing the
construction algorithm (P10).

Similar to the initialization process, the computation algo-
rithm is performed and the resulted topology is stored (P10).
As soon as it is finished, having the current RNs’ location XR
and the unsorted targets X∗R , the algorithm needs to determine
which RN is assigned to each desired location by setting a
temporary solution X ′′R at P11. After completing this proce-
dure, the CN needs to evaluate whether the recent computed
result will overtake the current formation. As a consequence,
the CN computes and stores the predicted routes having the
desired positions at P12. In addition, the CN cleans the routes
that the link length is greater than the ideal value of d∗r at P13.
The comparison between both solutions (Q5)will lead the CN
to choose between keeping the current solution or setting the
recent computed solution. Having the decision made to adopt
the computed solution, the CN sets the RNs’ target positions
at P14, as well as set a temporary routing scheme until the
RNs achieve their ideal positions (P15).

7) TIME COMPLEXITY ANALYSIS
The computational performance of both construction and
adjustment algorithms can be evaluated through their time
complexity analysis, which is presented in Table 4. In the
following table, |R| and |I | stands for the number of relay
and independent nodes, N9 and Nk stands for the number of
particles and iterations of the PSO algorithm and |P| is the
number of routes previously defined in Equation 4.

TABLE 4. Time complexity analysis of both construction and adjustment
algorithms.

In O notation terms, the construction algorithm presented
in Section IV-B2 can be expressed asO(Nk ∗N9 ∗(|I |+|R|)2),
which becomes O(N 4). As it is computationally intensive
and implies a high computation cost if performed frequently,
a lighter algorithm is generally preferred. The adjustment
algorithm, presented in Section IV-B3, can be defined as
O(|R| ∗ |P|) in O notation, which becomes O(N 2).

V. RESULTS
Simulations of the proposed STFANET coordination proto-
col were performed using the Mobile Multi-Media Wireless
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Sensor Network (M3WSN) OMNet++ framework [33]. The
OMNet++ is a network simulator for implementing and test-
ing novel solutions. This work focus on the implementation of
the STFANET in the network layer. Therefore, by using this
framework, it is possible to gather valuable results consider-
ing the already modeled physical layer constraints. In addi-
tion, by being a discrete event simulator, there is no need
to present the processing capabilities of the computers used
for running the simulations. This means that the simulation
processing times do not affect the results.

A campaign of 70 independent simulation runs was con-
ducted, varying the INs’ movements and transmissions.
As evaluation metrics, packet loss, latency, and connectivity
index were assessed, presenting the mean and the confidence
interval of 95%. These metrics were evaluated by comparing
the variation of the number of RNs contained in the FANET.

The following metrics are considered to evaluate the net-
work reliability in terms of loss of packets, latency, and
connectivity.
• Packet loss (%): rate of non-delivered packets to the final
destination over the number of sent packets from the
source.

• Latency (ms): period between the transmission of a
packet from its source to its delivery in the final
destination.

• Connectivity (%): rate of time that all nodes are capable
of transmitting a message to any other node throughout
the simulation time.

A. SCENARIO
This article considers a scenario with sets of 3, 6, 9,
12 and 15 RNs in order to provide connectivity among 5 INs
moving randomly through a flat terrain of 10km x 10km.
Each IN transmits a data packet to a random destination in
intervals that varies from 100ms to 200ms. The INs are able
to move from 5 to 10m/s, while the RNs and the CN are
considered to be able to move at a maximum speed of 20m/s.
The simulation was performed for 10 minutes long, which
was considered to be enough in order to have the nodes
sufficiently spread through the environment, as they start
at the center of the scenario. All nodes can transmit data
in a communication range of around 1000m. The coordi-
nation protocol also needs to be configured. The nodes are
set to transmit their contextual information to the controller
in intervals of 250ms. The CN adjusts or reconstructs the
topology in intervals of 500ms. The simulation parameters
were also set to allow wireless channel temporal variations,
link asymmetry, and irregular radio ranges, as expected in a
real FANET scenario. UAVs rely on the CSMA/CA MAC
protocol, without using RTS/CTS messages and retransmis-
sions. In case of buffer overflow, the UAVs consider a drop
tail mechanism to drop packets.

The parameters referred to both scenario and STFANET
coordination protocol are presented in Table 5. Those which
are manipulated in mathematical expressions included in this
paper are presented along with their respective symbols.

TABLE 5. Simulation parameters.

In the following, the control plane includes messages being
transmitted between each node and the CN for FANET main-
tenance proposes. On its turn, the data plane includes exclu-
sively messages being transmitted among INs and originated
from the application layer.

FIGURE 7. Packet loss for control and data plane.

B. PACKET LOSS
Figure 7 presents the mean and the confidence interval of the
packet loss rate for the control and data plane. As expected,
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the increase of the number of RNs in the FANET resulted
in a decrease of the packet loss in both planes. This is due
to the greater number of connections and the smaller link
length needed as more RNs are available. The rate dropped
7.7% (from 14% to 7%) in the control plane and 27.7% (from
42% to 25%) in the data plane. In addition, the overall best
performance of the control plane against the data plane is
due to the ability of the CN to address the RNs’ positions,
and therefore keep them connected even that the INs are not
reachable.

FIGURE 8. Packet loss for control plane by relay and independent nodes.

Specifically evaluating the control plane, Figure 8 catego-
rizes the packet loss rate of the control plane by the CN is
communicating either with an IN or an RN. The graph shows
that the packet loss rate for RNs is consistently lower than for
INs. As can be seen, there was a fall of 11% (from 26% to
15%) in the packet loss rate for the INs. As greater was the
number of RNs, they were able to contribute better to form
links between the INs and the CN. On the other hand, having
control packets being delivered through one or more hops as
increases the number of RNs in the FANET, there was a slight
rise of 3% (from 3% to 6%) in the packet loss considering the
RNs, exclusively.

In both Figure 7 and Figure 8, the interval confidence
decreases with the increase in the number of RNs in the
FANET. For instance, considering the messages being trans-
mitted in the data plane, the confidence interval decreased
by 42.2%. On its turn, in the control plane, it decreased
by 60.2%. Hence, the results show that the increase in the
number of RNs implies not only in the packet loss rate rise
but also less variability among the simulations.

C. LATENCY
Figures 9 and 10 present the latency of delivered messages
being transmitted through the data plane and the control

FIGURE 9. Latency for control plane and number of hops.

FIGURE 10. Latency for data plane and number of hops.

plane, respectively. In addition, the figures categorize the
measure according to the number of hops used for the deliv-
ery of the messages. For each number of RNs used in the
simulation, it is presented the latency on average for the mes-
sages that used from 1 to 4 hops in order to be successfully
transmitted. The following numbers of hops are not shown
here, as there was no significant change in the behavior of
the graphs.

As can be seen in Figures 9 and 10, there was a decrease
of the latency for delivered packets as larger was the number
of RNs in the FANET - either for the control plane or for the
data plane. This behavior can be explained by the possibility
of having the nodes even closer to each other as there was
an increase in its quantity. As a consequence, the latency
decreases significantly.
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FIGURE 11. Connected period ratio.

D. CONNECTIVITY
The connectivity can be measured as the ratio of time
that all the INs are able to communicate with each other.
Having traced the routing tables’ rules and nodes’ positions
through the simulation, it was possible to measure the period
of time that all the INs were virtually connected - even
that they were not in fact communicating. By doing this,
as presented in Figure 11, the simulation showed that the
connectivity rose 44.6% as it was from 49% with 3 RNs to
71% having 15 RNs available in the FANET. As expected,
as greater was the number of available RNs, the net-
work could keep the INs connected for a longer period of
time.

VI. CONCLUSION AND FUTURE WORK
This article proposes a novel coordination protocol, which
includes an SDN-based UAV communication for routing and
topology management of flying ad hoc networks, named
STFANET. Its primary goal is to establish the topology
and to adjust it in order to keep the connection between
the independent nodes (nodes accomplishing a given mis-
sion) through the relay nodes. STFANET passed through
a comprehensive set of tests on OMNet++ to evaluate its
efficiency.

As expected, the FANET has shown to provide higher
network performance indicators - considering packet loss,
latency, and connectivity -, as the number of relay nodes
available is increased. Nevertheless, that raise in performance
halts as soon as the number of relay nodes has passed a certain
value. The aforementioned evaluation would be necessary for
determining a sufficient andminimum quantity of relay nodes
for providing the desired network performance in a specific
scenario.

Considering the proposed STFANET, the FANET was also
able to deliver over 90% of control packets. Since it was

expected to meet those losses due to wireless limitations and
nodes’ frequent mobility changes, the controller’s ability to
predict nodes’ positioning was also considered. Therefore,
although control packets would not be successfully transmit-
ted, the controller is able to predict nodes’ location by taking
their most recent transmission data. As a result, the proposed
protocol was capable of maintaining the network connection
for at least 75% of the time, considering the adopted experi-
mental scenario. Such outcomes prove a promising direction
of the solution for accomplishing its purposes.

As future work, it is planned to enhance the strategy used
by the controller node to determine the relay nodes posi-
tioning and the nodes’ routing policies, by using a more
detailed set of information - for instance, energy resources
and their individual capabilities. In addition, statistical infer-
ence would significantly improve the work, specifically in
estimating nodes’ positioning. Another possible direction for
future work is to mix decentralized strategies of network con-
nectivity control, which can be beneficial for some specific
types of missions.
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