I. INTRODUCTION

During recent years noncommutative (NC) field theories have been intensively studied. These theories emerged as the low energy limit of the open superstring in the presence of an external magnetic field (B field) [1] although nowadays they are interesting in their own right (for a review see [2–4]).

The most striking property of noncommutative field theories is undoubtedly the UV-IR mechanism, through which the ultraviolet divergences (UV) are partly converted into infrared (IR) ones [5–7]. These infrared divergences [8] may be so severe that the perturbative expansion of the theory becomes meaningless. Hence, the key point about the consistency of a noncommutative field theory is whether these divergences cancel out.

So far, only one four-dimensional noncommutative theory is known to be renormalizable, the Wess-Zumino model [9,10]. In this case supersymmetry plays an essential role because it improves the ultraviolet behavior and, therefore, the UV-IR mechanism only generates mild UV-IR infrared divergences which do not spoil the renormalization program. In three space-time dimensions we are aware of at least two noncommutative renormalizable models: the supersymmetric $O(N)$ nonlinear sigma model [11] and the $O(N)$ supersymmetric linear sigma model in the limit $N \to \infty$ [12].

As for nonsupersymmetric gauge theories, the UV-IR mechanism breaks down the perturbative approach [6,7,13–19]. Nevertheless, we can entertain the hope that noncommutative supersymmetric gauge theories are free from nonintegrable UV-IR infrared singularities and, furthermore, renormalizable. We are aware of the following results concerning noncommutative supersymmetric gauge field theories:

1. By working with the formalism of component fields [6,7] it has been shown that the dangerous UV-IR infrared divergences cancel in the one-loop contributions to the gauge field two- and three-point functions. The two-point function turns out to contain quadratic and logarithmic UV divergences. Dimensional regularization takes care of the first ones while the last ones must be renormalized. As for the harmful infrared divergences originating through the UV-IR mechanism, they are only quadratic and cancel out within a supersymmetric multiplet. The three-point function is linearly UV divergent by power counting. However, this time, the leading UV divergences vanish by symmetric integration, while the IR poles originating from them cancel out among themselves.

2. By using the superfield formalism Bichl et al. [20] calculated, in the Landau gauge and in the absence of matter ($N = 1$), the one-loop contributions to the two-point function of the gauge superfield. Only quadratic and logarithmic UV divergences are present and one deals with them as indicated in the previous paragraph. The quadratic infrared poles in the nonplanar part of the amplitude again cancel while the linear ones do not arise. The superfield formulation represents an improvement with respect to the component field formulation because supersymmetry is explicitly preserved at all stages of the calculation.

3. Zanon and collaborators [21,22] used the background
field method to evaluate the one-loop contributions to the field strength two-point functions in $\mathcal{N}=1,2$ supersymmetric Yang-Mills theories, where only logarithmic divergences were found. The three-point function was shown to vanish. For $\mathcal{N}=4$ they demonstrated that, up to one loop, there are no divergences at all.

This paper is dedicated to pursue further the study, within the superfield formulation, of the consistency of NCSQED$_4$ in an arbitrary covariant gauge. We analyze the divergence structure induced by the UV-IR mechanism in the two and three-point gauge field Green functions.

In Sec. II we establish our definitions and conventions and present the gauge invariant action describing the dynamics of NCSQED$_4$ in $\mathcal{N}=1$ superspace. Next, the gauge fixing and the Faddeev-Popov terms are found. Finally, we add chiral matter superfields and derive the Feynman rules of NCSQED$_4$ with extended supersymmetry. We start, in Sec. III, by reviewing the cancellation of the leading UV-IR infrared divergences in the one-loop corrections to the two-point function of the gauge superfield [20]. A straightforward generalization shows that these results also hold for extended supersymmetry and/or when the theory is formulated in an arbitrary covariant gauge.

In Sec. IV we compute the one-loop corrections to the three-point functions of the gauge superfield in an arbitrary covariant gauge. This is done for $\mathcal{N}=1,2,4$. From power counting follows that the amplitude is at the most quadratically divergent. As far as the planar part is concerned, dimensional regularization takes care of the quadratic UV divergences but only to linear and logarithmic ones. Interestingly enough, the linear IR divergences arise from two different sources: (a) integrals which, by power counting, are quadratically UV divergent but whose Moyal phase factor not only regularizes them but also lowers the degree of the IR divergence; (b) integrals which are linearly UV divergent by power counting but regularized by the noncommutativity. The softening mechanism mentioned in (a) also contributes IR logarithmic divergences, which, nevertheless, do not jeopardize the perturbative expansion.

The conclusions are contained in Sec. V.

II. THE ACTION AND FEYNMAN RULES FOR NCSQED$_4$

A. The action

In $\mathcal{N}=1$ superspace NCSQED$_4$ is described by the nonpolynomial action [23,24]

$$S_V = -\frac{1}{2g^2} \int d^2z (e^{-\phi^V} \star D^a \phi^V_e) \star \bar{D}^2(e^{-\phi^V} \star D_a \phi^V_e),$$

(2.1)

where $g$ is the coupling constant, $V$ is a real vector gauge superfield,

$$e^{\phi^V} = \sum_{n \geq 0} \frac{1}{n!} (g V)^*_{n} = \sum_{n \geq 0} \frac{1}{n!} \left( g V \star g V \star \ldots \star g V \right),$$

(2.2)

and $\star$ denotes Moyal product of operators, i.e.,

$$\phi_1(x) \star \phi_2(x) = \phi_1(x) \exp \left( \frac{i}{\sqrt{2}} \frac{\partial}{\partial x^\mu} \Theta^\mu \frac{\partial}{\partial \lambda^\nu} \right) \phi_2(x)$$

$$= \sum_{n=0}^\infty \left( \frac{i}{\sqrt{2}} \right)^n \frac{1}{n!} \left[ \partial_\mu \partial_\nu \cdots \partial_\mu \partial_\nu \phi_1(x) \right]$$

$$\times \Theta^\mu_1 \Theta^\mu_2 \cdots \Theta^\mu_n \left[ \partial_\nu \partial_\nu \cdots \partial_\nu \phi_2(x) \right].$$

(2.3)

Here, $\Theta^{\mu \nu}$ is the antisymmetric real constant matrix characterizing the noncommutativity of the underlying space-time. The expression

$$\int d^4x \phi_1(x) \star \ldots \star \phi_n(x)$$

$$= \int \left( \prod_{j=1}^{n} \frac{d^4k_j}{2(2\pi)^4} \right) (2\pi)^4 \delta \left( \sum_{j=1}^{n} k_j \right)$$

$$\times e^{-\sum_{i<j} k_i \langle k_j} \phi_1(k_1) \cdots \phi_n(k_n),$$

(2.4)

where

$$k_i \langle k_j = \frac{1}{2} k_i^\mu k_j^\nu \Theta_{\mu \nu},$$

(2.5)

will play a relevant role for determining the Feynman rules in the theory.

Under the group $U(1)$ of gauge transformations

$$U = e^{ig\Lambda} = \sum_{n \geq 0} \frac{1}{n!} (ig \Lambda)^*_n,$$

(2.6)

with $\Lambda$ ({$\bar{\Lambda} = \Lambda$}) a chiral (antichiral) superfield, $V$ transforms as follows

$$e^{\phi^V} \rightarrow e^{-ig\Lambda} e^{\phi^V} e^{ig\bar{\Lambda}},$$

(2.7)

thus leaving $S$ invariant.

In future, we shall be needing the expansion of $S$ in powers of $g$, up to the order $g^3$. To this end we first recall the identity [25]
\[ e^{-g S_V} e^{\bar{g} V} = g D_a V - \frac{g^2}{2!} [V, D_a V]_\# + \frac{g^3}{3!} [V, [V, D_a V]_\#]_\# \\
\quad - \frac{g^4}{4!} [V, [V, [V, D_a V]_\#]_\#]_\#
\]
\[ + \frac{g^5}{5!} [V, [V, [V, [V, D_a V]_\#]_\#]_\#]_\# + \ldots. \]

(2.8)

Then, after by part integrations and by exploring the properties of the Moyal product [26] one obtains
\[ S_V = S_V^{(0)} + g S_V^{(1)} + g^2 S_V^{(2)} + g^3 S_V^{(3)} + \ldots, \]
where
\[ S_V^{(0)} = \frac{1}{2} \int d^8z V D^a \bar{D}^a D V, \]
\[ S_V^{(1)} = \frac{1}{2} \int d^8z D^a D V [V, D_a V]_\#, \]
\[ S_V^{(2)} = - \int d^8z \left\{ \frac{1}{8} [V, D^a V]_\# \bar{D}^2 [V, D_a V]_\# \\
\quad + \frac{1}{6} \bar{D}^2 D^a V [V, D_a V]_\# \right\}, \]
\[ S_V^{(3)} = \frac{1}{12} \int d^8z \left\{ \frac{1}{2} \bar{D}^2 D^a V [V, [V, D_a V]_\#]_\# \\
\quad + [V, [V, D_a V]_\#]_\# \bar{D}^2 [V, D_a V]_\# \right\}. \]

(2.10) to (2.13)

As usual, gauge fixing is implemented by adding to the action \( S_V \) the covariant term
\[ S_{gf} = - \frac{a}{2} \int d^8z V (D^2, \bar{D}^2) V, \]
where \( a \) is a real number labeling the gauge. Clearly,
\[ S_V^{(0)} + S_{gf} = \frac{1}{2} \int d^8z V (\square + (1-a)(D^2, \bar{D}^2)) V, \]
\[ S_{m} = \int d^8z \bar{\Phi} e^{-g V} \Phi e^{g V}, \]
\[ S_{m} = S_{m}^{(0)} + g S_{m}^{(1)} + g^2 S_{m}^{(2)} + g^3 S_{m}^{(3)} + \ldots, \]

as seen from Eqs. (2.10) and (2.14).

For the covariant gauge \( a \), the Faddeev-Popov determinant reads
\[ \Delta^{-1}[V] = \int Dc D\bar{c} Dc' D\bar{c}' e^{-\int d^8z (c(z) + \bar{c}(z)) \delta V(z) \mid V = c'; \bar{c} = \bar{c}'}, \]
\[ \Delta^{-1}[V] = \int Dc D\bar{c} Dc' D\bar{c}' e^{-\int d^8z (c(z) + \bar{c}(z)) \delta V(z) \mid V = c'; \bar{c} = \bar{c}'}. \]

(2.16)

Here \( c, \bar{c} = c^1, c', \bar{c}' = c'^1 \) are the ghost fields while \( \delta V \) denotes the change in \( V \) provoked by an infinitesimal gauge transformation. One readily obtains from Eq. (2.7) that
\[ \delta V = i L_{(g/2) V} \left[ - (\Lambda + \bar{\Lambda}) + (\text{coth} L_{(g/2) V}) [\bar{\Lambda} - \Lambda] \right], \]
\[ \delta V = i L_{(g/2) V} \left[ - (\Lambda + \bar{\Lambda}) + (\text{coth} L_{(g/2) V}) [\bar{\Lambda} - \Lambda] \right] + \frac{1}{3} L_{(g/2) V} \left[ \bar{\Lambda} - \Lambda \right] + \ldots, \]
\[ = i(\bar{\Lambda} - \Lambda) - \frac{i g}{2} [V, \Lambda + \bar{\Lambda}]_\# \\
\quad + \frac{i g^2}{12} [V, [V, \bar{\Lambda} - \Lambda]_\#]_\# + \ldots. \]

(2.17)

(2.18)

(2.19)

Therefore, by going back with Eq. (2.19) into Eq. (2.16) one finds for the ghost action the following expression
\[ S_{gh} = S_{gh}^{(0)} + g S_{gh}^{(1)} + g^2 S_{gh}^{(2)} + g^3 S_{gh}^{(3)} + \ldots, \]
\[ S_{gh}^{(0)} = - \int d^8z (c + \bar{c})(c' - c'), \]
\[ S_{gh}^{(1)} = \frac{1}{2} \int d^8z [V, c' + \bar{c}]_\#, \]
\[ S_{gh}^{(2)} = - \frac{1}{12} \int d^8z [V, [V, c' - c']_\#]. \]

(2.20)

(2.21)

(2.22)

(2.23)

In addition to the real vector superfield we introduce now a chiral matter superfield \( \Phi \) in the adjoint representation. This enables us to construct a theory in which the \( \mathcal{N}=2 \) supersymmetry is realized. The generalization to \( \mathcal{N}=4 \) is straightforward and will be done afterwards. The corresponding action describing the free matter superfield as well as its interaction with the gauge superfield reads
\[ \Phi \rightarrow \Phi' = e^{ig \bar{\Lambda}} \Phi e^{ig \Lambda}, \quad \bar{\Phi} \rightarrow \bar{\Phi}' = e^{-ig \bar{\Lambda}} \bar{\Phi} e^{-ig \Lambda}, \]
\[ \Phi \rightarrow \Phi' = e^{ig \bar{\Lambda}} \Phi e^{ig \Lambda}, \quad \bar{\Phi} \rightarrow \bar{\Phi}' = e^{-ig \bar{\Lambda}} \bar{\Phi} e^{-ig \Lambda}. \]

(2.24)

(2.25)

The first four terms of the expansion of \( S_m \) as a power series of \( g \),
\[ S_m = S_m^{(0)} + g S_m^{(1)} + g^2 S_m^{(2)} + g^3 S_m^{(3)} + \ldots, \]
\[ S_m = S_m^{(0)} + g S_m^{(1)} + g^2 S_m^{(2)} + g^3 S_m^{(3)} + \ldots, \]

are found to be
On the other hand, the interacting part of the total action \( S_V \) one obtains, through standard manipulations, the free propagators

\[
\Delta_{VV}(z_1 - z_2) = \frac{i}{\Box} \left[ 1 + (1 - a) \frac{1}{\Box} \{ D^2, D^2 \} \right] \delta^8(z_1 - z_2), \tag{2.31a}
\]

\[
\Delta_{\bar{c}c}(z_1 - z_2) = -\frac{i}{\Box} \frac{1}{D^2} \frac{1}{D^2} \delta^8(z_1 - z_2), \tag{2.31b}
\]

\[
\Delta_{\bar{c}c}(z_1 - z_2) = \frac{i}{\Box} \frac{1}{D^2} \frac{1}{D^2} \delta^8(z_1 - z_2), \tag{2.31c}
\]

\[
\Delta_{\Phi\Phi}(z_1 - z_2) = -\frac{i}{\Box} \frac{1}{D^2} \frac{1}{D^2} \delta^8(z_1 - z_2), \tag{2.31d}
\]

B. Feynman rules

From the quadratic part of the action \( S_V^{(0)} + S_{gf} + S_{gh} + S_m^{(0)} \) one obtains, through standard manipulations, the free propagators corresponding to the gauge, ghosts and matter superfields, respectively. They are depicted in Fig. 1.

On the other hand, the interacting part of the total action together with Eq. (2.4) enable us to find the elementary vertices \( \Gamma^{(0)} \) in the theory. They are displayed in Fig. 2. In an obvious notation

\[
\Gamma^{(0)}_{VV|DV}(k_1, k_2, k_3, k_4) = g \mathcal{V}_3(k_1, k_2, k_3), \tag{2.32}
\]

\[
\Gamma^{(0)}_{VV|DV}(k_1, k_2, k_3, k_4) = -\frac{ig^2}{12} \mathcal{V}_{(1)}^{(4)}(k_1, k_2, k_3, k_4), \tag{2.33a}
\]

\[
\Gamma^{(0)}_{V|DV|DV}(k_1, k_2, k_3, k_4) = ig^2 \mathcal{V}_{(1)}^{(2)}(k_1, k_2, k_3, k_4), \tag{2.33b}
\]

Here,
\[ \mathcal{V}_5(k_1,k_2,k_3,k_4,k_5) = \frac{1}{4} \left[ \sin(k_1/k_2) \sin(k_3/k_4) \right. \]
\[ \left. - \sin(k_1/k_4) \sin(k_2/k_3) \right], \tag{2.38c} \]

\[ \mathcal{V}_5^{(1)}(k_1,k_2,k_3,k_4,k_5) = \frac{1}{4} \left[ \sin(k_1/k_2) \sin(k_3/k_4) \right. \]
\[ \left. - \sin(k_1/k_4) \sin(k_2/k_3) \right], \tag{2.38d} \]

\[ \mathcal{V}_5^{(2)}(k_1,k_2,k_3,k_4,k_5) = \frac{1}{4} \left[ \sin(k_1/k_2) \sin(k_3/k_4) \right. \]
\[ \left. - \sin(k_1/k_4) \sin(k_2/k_3) \right], \tag{2.38e} \]

\[ \mathcal{V}_5^{(3)}(k_1,k_2,k_3,k_4,k_5) = \frac{1}{4} \left[ \sin(k_1/k_2) \sin(k_3/k_4) \right. \]
\[ \left. - \sin(k_1/k_4) \sin(k_2/k_3) \right], \tag{2.38f} \]

the momenta are taken positive when entering the vertex and momentum conservation holds in all vertices.

We close this section by pointing out that the superficial degree of divergence of a generic Feynman graph \( \mathcal{G} \) is given by [23]

\[ d[\mathcal{G}] = 2 - E_c, \tag{2.39} \]

where \( E_c \) is the number of external chiral lines. As known, in a noncommutative quantum field theory, a generic Feynman graph \( \mathcal{G} \) will decompose into planar and nonplanar parts. The superficial degree of UV divergence of the planar part is measured by \( d[\mathcal{G}] \). The nonplanar part is free of UV divergences but afflicted by IR singularities generated through the UV-IR mechanism [5,8], in this last connection \( d[\mathcal{G}] \) also gives the highest possible degree of the IR divergences.

III. ONE LOOP CONTRIBUTIONS TO THE VECTOR GAUGE SUPERFIELD TWO-POINT FUNCTION \( \Gamma_{VV}^{(1)}(\theta_1,\theta_2) \)

The cancellation of the harmful UV-IR infrared divergences in \( \Gamma_{VV}^{(1)} \) was already proved in [20] for \( \mathcal{N} = 1 \) and by working in the Landau gauge. Here, the proof is generalized by showing that the just mentioned cancellation takes place for an arbitrary covariant gauge and extended supersymmetry.

Let us first concentrate on the graphs involving either a \( V \) tadpole or a \( V \) loop (see Fig. 3). Since there are no external chiral lines, \( d[\mathcal{G}] = 2 \). Now, only those graphs with all \( D \) factors in the internal lines may exhibit quadratic UV divergences. Diagrams with a factor \( D \) and/or a \( D \) on the external lines can at the most be linearly divergent. Any other combination of \( D \)'s on the external lines corresponds to contributions which are logarithmically divergent or finite. These follows from the \( D \)-algebra alone [23]. However, one is to take into account also the noncommutativity, which gives origin to a trigonometric factor that modifies the Feynman integrands. The combination of these two ingredients rules out, for the diagrams under analysis, the UV and UV-IR infrared linearly divergent terms. Hence, in this case, only quadratic divergences may jeopardize the consistency of the theory. They are contained in graphs (a), (b) and (c) in Fig. 3.

From the Feynman rules derived in Sec. II, we found that the contribution \( \Gamma_{VV;3a}^{(1)} \) arising from the \( V \) tadpole diagram is given by

\[ \Gamma_{VV;3a}^{(1)}(p) = \frac{g^2}{6} \int \frac{d^4 k}{(2 \pi)^4} d^4 \theta_1 d^4 \theta_2 \mathcal{V}_4^{(1)}(-k,p,-p,k) \]
\[ \times \delta_{12}^{2} \left( D_{12}^{2} \right) V(p,\theta_1)V(-p,\theta_2). \tag{3.1} \]

Here, a factor 2 coming from the permutation of the external legs has already been taken into account. Moreover, we note that the term proportional to \( (1 - a) \) in the right-hand side of Eq. (2.31a) does not contribute.

From Eq. (2.38b) one finds that

\[ \mathcal{V}_4^{(1)}(-k,p,-p,k) = 2 \sin^2(k \wedge p). \tag{3.2} \]

After \( D \)-algebra manipulations, one ends up with

\[ \Gamma_{VV;3a}^{(1)}(p) = \frac{2}{3} g^2 A, \tag{3.3} \]

where...
The planar part of $A$ only contains quadratic UV divergences, while the nonplanar one only develops quadratic IR infrared singularities.

The amplitudes associated with diagrams (b) and (c) of Fig. 3 are, respectively,
where the $1/2$ comes from the second order of the perturbative expansion. After standard rearrangements one gets

$$
\Gamma^{(1)}_{VV;3b}(p) = 2 \times \frac{1}{2} g^2 \int \frac{d^4 k}{(2\pi)^4} d^4 \theta_1 d^4 \theta_2 \mathcal{V}_3(k-p,p,-k) \mathcal{V}_3(k,-p,-k+p) \left[ -\frac{1}{k^2(k+p)^2} \right]
\times D_1^a \bar{D}_2^b \delta_{ij} \bar{D}_1 \delta_{ij} V(p,\theta_1) V(-p,\theta_2),
$$

$$
\Gamma^{(1)}_{VV;3c}(p) = 2 \times \frac{1}{2} g^2 \int \frac{d^4 k}{(2\pi)^4} d^4 \theta_1 d^4 \theta_2 \mathcal{V}_3(k-p,p,-k) \mathcal{V}_3(-k+p,-p,k) \left[ -\frac{1}{k^2(k+p)^2} \right]
\times D_1^a \bar{D}_2^b \delta_{ij} \bar{D}_1 \delta_{ij} V(p,\theta_1) V(-p,\theta_2),
$$

where the $1/2$ comes from the second order of the perturbative expansion. After standard rearrangements one gets

$$
\Gamma^{(1)}_{VV;3b}(p) = g^2 \int \frac{d^4 k}{(2\pi)^4} d^4 \theta \mathcal{V}_3(k-p,p,-k) \mathcal{V}_3(k,-p,-k+p) \left[ -\frac{1}{k^2(k+p)^2} \right]
\times \left[ -2 V(p,\theta)(k^2 + k_{\alpha\beta} D^\alpha D^\beta) V(-p,\theta) \right] + LDT,
$$

$$
\Gamma^{(1)}_{VV;3c}(p) = g^2 \int \frac{d^4 k}{(2\pi)^4} d^4 \theta \mathcal{V}_3(k-p,p,-k) \mathcal{V}_3(-k+p,-p,k) \left[ -\frac{1}{k^2(k+p)^2} \right]
\times \left[ -2 k^2 V(p,\theta) V(-p,\theta) \right].
$$

Here, $LDT$ is short for all terms which are at the most logarithmically divergent. Furthermore, from Eq. (2.38a)
As a result, the terms proportional to $k^2$, in the second brackets in the right-hand sides of Eqs. (3.7) and (3.8), drop out in the sum $\Gamma^{(1)}_{VV;3b}(p)+\Gamma^{(1)}_{VV;3c}(p)$. On the other hand, the term proportional to $k_{aa}$ in Eq. (3.7) survives. From power counting follows that such term might give rise to (dangerous) linear divergences. To see whether this really happens, we start by expanding

$$\frac{1}{k^2(k+p)^2}, \quad (3.10)$$

around $p=0$. It is then obvious that the would be linearly divergent integral

$$\int \frac{d^4k}{(2\pi)^4} k_{aa} \frac{1}{k^4} \sin^2(k\wedge p), \quad (3.11)$$

vanishes by symmetric integration. As stated above, the even parity of the trigonometric factor in Eq. (3.4) eliminates the linear UV divergences and also the linear UV-IR infrared divergences. To summarize:

$$\Gamma^{(1)}_{VV;3b}(p)+\Gamma^{(1)}_{VV;3c}(p)=\text{LDT}, \quad (3.12)$$

We turn next into computing the ghost contributions to $\Gamma^{(1)}_{VV}$. A direct consequence of the $D$ algebra is that graphs containing any of the vertices $\Gamma^{(0)}_{cVc}$, $\Gamma^{(0)}_{VcV}$, $\Gamma^{(0)}_{cVc}$ or $\Gamma^{(0)}_{cVc}$ depicted in Fig. 2, only contribute LDT. We shall therefore concentrate on the diagrams which might provide quadratic and/or linear divergent contributions to $\Gamma^{(1)}_{VV}$. These are the graphs (d) and (e) of Fig. 3.

The calculation of the tadpole contributions [graphs (d) and (e) in Fig. 3] $\Gamma^{(1)}_{VV;3d}(p)$ is straightforward and yields

$$\Gamma^{(1)}_{VV;3d}(p)=\frac{g^2}{3} \int \frac{d^4k}{(2\pi)^4} \frac{d^4\theta V^{(1)}_{d}(k,p,-p,-k)}{k^2} \times V(p,\theta)V(-p,\theta). \quad (3.13)$$

The same expression arises for $\Gamma^{(1)}_{VV;3e}(p)$. Then, after using Eq. (3.2), one obtains

$$\Gamma^{(1)}_{VV;3d}(p)+\Gamma^{(1)}_{VV;3e}(p)=\frac{4}{3} g^2 A. \quad (3.14)$$

The evaluation of the ghost loop contributions [graphs (f) and (g) in Fig. 3] is a little bit more involved. By applying the Feynman rules we obtain

$$\Gamma^{(1)}_{VV;3b}(p)=(-1) \times 2 \times \frac{1}{2!} \times g^2 \int \frac{d^4k}{(2\pi)^4} d^4\theta_1 d^4\theta_2$$

$$\times V_3(k,p,-p-k)V_3(p+k,-p,-k)V(p,\theta_1)$$

$$\times V(-p,\theta_2) [i(D^2D^2) \frac{\delta_{12}}{(k+p)^2}] [i(D^2D^2) \frac{\delta_{12}}{k^2}] \times \frac{1}{k^2} \sin^2(k\wedge p). \quad (3.15)$$

where the $-1$ arises from the ghost loop and

$$\Gamma^{(1)}_{VV;3b}(p)+\Gamma^{(1)}_{VV;3c}(p)=\frac{2}{3} g^2 A + \text{LDT}. \quad (3.16)$$

It turns out that $\Gamma^{(1)}_{VV;3f}+\Gamma^{(1)}_{VV;3g}=0$. Therefore,

$$\Gamma^{(1)}_{VV;3f}(p)+\Gamma^{(1)}_{VV;3g}(p)=-\frac{2}{3} g^2 A + \text{LDT}. \quad (3.17)$$

We stress, once again, that the would be linear divergences in Eqs. (3.13) and (3.17) are wiped out by symmetric integration.

From Eqs. (3.3), (3.12), (3.14) and (3.17) follows that the quadratic UV and the UV-IR infrared divergences do not show up for $N=1$, in any arbitrary covariant gauge.

We shall next investigate the consequences of adding one matter superfield to get the $N=2$ theory. The amplitudes associated with the graphs (h) and (i) in Fig. 3 are

$$\Gamma^{(1)}_{VV;3h}(p)=2(ig^2) \int \frac{d^4k}{(2\pi)^4} d^4\theta d^{4\theta} V_3(k,p,-p,-k)$$

$$\times [i(D^2D^2) \frac{\delta_{11}}{k^2}] V(-p,\theta)V(p,\theta). \quad (3.18)$$

and

$$\Gamma^{(1)}_{VV;3i}(p)=(-2g^2) \int \frac{d^4k}{(2\pi)^4} d^4\theta_1 d^4\theta_2 V_3(-p-k,p,k)$$

$$\times V_3(-k,-p+p+k) [i(D^2D^2) \frac{\delta_{12}}{(k+p)^2}]$$

$$\times [i(D^2D^2) \frac{\delta_{12}}{k^2}] V(p,\theta_1)V(-p,\theta_2). \quad (3.19)$$

By taking into account Eqs. (3.2) and (3.16) one obtains

$$\Gamma^{(1)}_{VV;3h}(p)=-4g^2 A, \quad (3.20)$$

and

$$\Gamma^{(1)}_{VV;3i}(p)=4g^2 A + \text{LDT}. \quad (3.21)$$

Therefore, up to LDT, $\Gamma^{(1)}_{VV;3h}+\Gamma^{(1)}_{VV;3i}=0$ implying in the absence of quadratic UV and UV-IR infrared divergences in the matter sector and, therefore, in the full $N=2$ NCSQED. The validity of this conclusion for $N=4$ is
clear. Furthermore the UV logarithmic divergences are also absent in \( N=4 \) in agreement with [21,22].

IV. ONE LOOP CONTRIBUTIONS TO THE VECTOR GAUGE SUPERFIELD THREE-POINT FUNCTION \( \Gamma^{(1)}_{VVV} \)

We present in this section the computation of the one-loop corrections to the V gauge field three-point function in the covariant superfield formalism. The divergence structure of the superfield formulation is, as we shall see, substantially different of that encountered by Matusis et al. [6] in the component formulation. As for the background field three-point function computed in [21,22] our results play an essential role when considering insertions in higher order corrections such as the one indicated in Fig. 4.

The one-loop diagrams contributing to the three-point gauge field function \( \Gamma^{(1)}_{VVV} \) contain, generally speaking, a planar and a nonplanar part. The planar parts will exhibit, at the most, quadratic UV divergences, in agreement with Eq. (2.39); These divergences will be eliminated by dimensional regularization. The linear UV divergences are always wiped out by symmetric integration. Renormalization takes care of the logarithmic UV divergences. As for the nonplanar parts the situation will be seen to be more involved. Due to the peculiar structure of the Moyal trigonometric factors, quadratic UV divergences do not translate into quadratic UV-IR infrared singularities, but rather into linear and logarithmic ones. Hereafter, we shall refer to this effect as to the softening mechanism described above.

Before facing the problem of selecting the diagrams of interest, we found appropriate to exemplify how the softening mechanism of divergences works. To this end, let us first consider the integral

\[
I^\mu(p_1,p_2,p_3) = -\frac{1}{4!} \int \frac{d^4k}{(2\pi)^4} \{ \sin(2k/\hat{p}_1) + \sin(2k/\hat{p}_2) \\
+ \sin(2k/\hat{p}_3) \} \frac{k^\mu}{k^4},
\]

A straightforward computation yields

\[
I^\mu(p_1,p_2,p_3) \rightarrow \frac{i}{2\pi^2} \Theta^\mu \left( \frac{p_1^\nu}{p_1^2} + \frac{p_2^\nu}{p_2^2} + \frac{p_3^\nu}{p_3^2} \right),
\]

where

\[
p^\mu p^\nu \equiv p^\mu (\Theta^2)_{\mu p} p^\nu.
\]

From observation follows that \( I^\mu(p_1,p_2,p_3) \) exhibits a linear infrared divergence. However, a nonplanar Feynman diagram whose corresponding amplitude is proportional to

\[
\sin(p_1/\hat{p}_2) I^\mu(p_1,p_2,p_3),
\]

will be finite if only one of the momenta goes to zero and vanishing if one lets all momenta to zero simultaneously. On the other hand, an amplitude proportional to

\[
\cos(p_1/\hat{p}_2) I^\mu(p_1,p_2,p_3),
\]

will certainly have a linear divergence at \( p_i \rightarrow 0 \). Needless to say, the conversion of quadratic UV divergences into linear UV-IR infrared divergences is also possible through this softening mechanism of divergences.

We turn back into our main line of development and look for the diagrams which can make IR harmful contributions to \( \Gamma^{(1)}_{VVV} \). To this end, one is to take into consideration the \( D \) algebra, the parity of the Feynman integrands, and the softening mechanism described above.

In this way we have found that the potentially harmful one-loop diagrams contributing to \( \Gamma^{(1)}_{VVV} \) are those depicted in Figs. 5, 6, 7, 8, 9, 10, and 11. To systematize our presentation as well as to facilitate the verification of our calculations, we shall write all the three-point amplitudes \( \Gamma^{(1)}_{VVV} \) as follows:

\[
\Gamma^{(1)}_{VVV} = \left[ \frac{1}{\nu!} \right] \times [t] \times [v] \times \int \left[ \frac{d^4k}{(2\pi)^4} d\theta \right] \times [F_T] \times [P] \times D_\theta
\]

+ permutations.

Here, \( 1/\nu! \) comes from the order of the perturbative expansion, \( t \) is the topological factor, \( v \) is the numerical factor associated with the vertices, \( d\theta \) is the fermionic measure, \( F_T \) is the trigonometric factor provided by the noncommutativity, \( P \) is the product of \( \theta \)-independent factors in the propaga-
tors, $D_\theta$ is the $\theta$-dependent part of the integrand, and one is to sum over the appropriate permutations of the external momenta.

For the tadpole graph in Fig. 5 one has that $n=1$, $\nu = -g^3/36$,

$$F_{T;5} = V_2^{(1)}(k,-k,p_1,p_2,p_3)$$

$$= 3 \cos[p_1/\sqrt{(p_3-k)+p_3/\sqrt{k}}] \sin(k/p_2)$$

$$+ 3 \cos[p_2/\sqrt{(p_3-k)+p_3/\sqrt{k}}] \sin(k/p_1)$$

$$+ 3 \cos[p_2/\sqrt{(p_3-k)+p_3/\sqrt{k}}] \sin(k/p_3),$$

(4.7)

as can be seen from Eq. (2.38d), $P = -i\kappa^2$, and

$$D_\theta = \delta_{12} \left[ \bar{D}_1^2 D_2^7 D_2 \left( 1 - (1-a) \frac{1}{k^2} \right) \bar{D}_1^2 \right] \delta_{12}$$

$$\times V(p_1,\theta_1) V(p_2,\theta_1) V(p_3,\theta_1)$$

$$+ \delta_{12} \bar{D}_1^2 D_2^7 D_2 \delta_{12} V(p_1,\theta_1) V(p_2,\theta_1) V(p_3,\theta_1).$$

(4.8)

As in the case of the two-point function the term in the propagator proportional to $(1-a)$ drops out. By putting all these together one ends up with

$$\Gamma_{VVV;5}^{(1)}(p_1,p_2,p_3) = -\frac{ig^3}{18} \int \frac{d^4k}{(2\pi)^4} d^4\theta F_{T;5} \left( p_1, \theta \right)$$

$$\times V(p_2,\theta) V(p_3,\theta) + AP,$$

(4.9)

where $AP$ means that one is to sum over all permutations of the external momenta. By power counting Eq. (4.9) is quadratically UV divergent but, on the other hand, Eq. (4.7) tell us that the planar part vanishes, implying in the absence of UV divergences. Hence, what we have to investigate are the consequences of the UV-IR mechanism fully contained in the nonplanar part. A direct calculation shows that

$$\Gamma_{VVV;5}^{(1)}(p_1,p_2,p_3)$$

$$= -\frac{i}{8\pi^2} \left[ \sin(p_1/\sqrt{p_3}) \left( \frac{1}{p_3^2 p_3} - \frac{1}{p_1^2 p_1} \right) \right]$$

$$+ \sin(p_2/\sqrt{p_3}) \left( \frac{1}{p_3^2 p_3} - \frac{1}{p_2^2 p_2} \right)$$

$$+ \sin(p_2/\sqrt{p_1}) \left( \frac{1}{p_1^2 p_1} - \frac{1}{p_2^2 p_2} \right) B + AP.$$

(4.10)

For arriving at Eq. (4.10) we have used

$$\int \frac{d^4k}{(2\pi)^4} \sin(2k/p_3) \frac{1}{k^2} = 0,$$

(4.11a)

$$\int \frac{d^4k}{(2\pi)^4} \cos(2k/p_2) \frac{1}{k^2} = \frac{1}{4\pi^2 p^2},$$

(4.11b)
It is easy to verify that momentum conservation enforces
\[ G_{\langle DV\rangle\langle D\bar{V}\rangle\langle D\bar{V}\rangle} \sim p_1, p_2, p_3 \sim 0, \] (4.12)
implying in the absence of UV-IR infrared divergences as well. One can convince oneself that the trigonometric factor corresponding to the tadpoles involving the vertices
\[ G_{\langle D\bar{V}\rangle\langle DV\rangle\langle D\bar{V}\rangle} \] (see Fig. 2) and, therefore, the would be linear UV-IR infrared divergence is softened and becomes harmless.

The diagrams in Fig. 6 have in common the four-point vertex
\[ G_{\langle DV\rangle\langle D\bar{V}\rangle\langle D\bar{V}\rangle}^{(0)}(0). \] We focus first on diagram (a). We have that \( n = 2, t = 4, v = -i g^3/12, \) and

\[ B = g^3 \int d^4 \theta V(p_1, \theta) V(p_2, \theta) V(p_3, \theta). \] (4.13)

For the trigonometric factors an straightforward calculation yields
\[ F_T^{\text{odd}} = -2 \cos(p_1 \wedge p_2) F_T^{\text{even}} + 2 \sin(p_1 \wedge p_2) F_T^{\text{even}}, \] (4.15)

where
\[ F_T^{\text{odd}} = -\frac{1}{4} \left[ \sin(2k \wedge p_1) + \sin(2k \wedge p_2) + \sin(2k \wedge p_3) \right]. \] (4.16a)
\[ F_T^{\text{even}} = -\frac{1}{4} \left[ \cos(2k \wedge p_1) - \cos(2k \wedge p_2) \right]. \] (4.16b)

As for the \( \theta \) dependent factors, we obtain
\[ D_{\theta,6a} = -2 \left[ (k - p_3)^2 V(p_3, \theta_2) \right. \\
\left. + (k - p_3)_{\alpha a} (D^{a} D^{\alpha} V(p_3, \theta_2)) + \cdots \right] \\
\times \delta_{ij} V(p_1, \theta_1) V(p_2, \theta_1), \] (4.17)
where we omitted all terms leading to contributions which are at the most logarithmically divergent. Observe that the term proportional to \((1 - a)^2\) in the \(V\) propagator does not contribute again.

Power counting says that the diagram \(\sim a!\) is UV quadratically divergent although, as before, the corresponding trigonometric factor does not contain a planar part. The amplitude is then, UV finite and we concentrate on studying the outcomes of the UV-IR mechanism. After expanding Eq. (4.14) around \(p_3 = 0\), the expression for the amplitude associated with the graph (a) can be cast

\[
\Gamma^{(1)}_{VVV;6a} = \frac{i g^3}{6} \int \frac{d^4 k}{(2 \pi)^4} d \theta F_{T;6a} \left[ \frac{1}{(k^2)^2} + 2 p_3^\mu \frac{k_\mu}{(k^2)^3} + \cdots \right] \times \left[ (k - p_3)^2 V(p_3, \theta) \right. \\
+ (k - p_3)_a d (\bar{D}^a D^a V(p_3, \theta)) \\
\left. + \cdots \right] V(p_1, \theta) V(p_2, \theta) + CP,
\]

where \(CP\) means sum over cyclic permutations of the external momenta. By collecting terms of equal power in \(k\), we write

\[
\Gamma^{(1)}_{VVV;6a} = \gamma_{6a}^{[2]} + \gamma_{6a}^{[1]} + LDT,
\]

where

\[
\gamma_{6a}^{[2]} = \left( \frac{i g^3}{6} \right) 2 \sin(p_1 \wedge p_2) \int \frac{d^4 k}{(2 \pi)^4} d \theta F_{T;6a} \frac{1}{k^2} \\
\times V(p_1, \theta) V(p_2, \theta) V(p_3, \theta) + CP,
\]

\[
\gamma_{6a}^{[1]} = - \left( \frac{i g^3}{6} \right) 2 \cos(p_1 \wedge p_2) \int \frac{d^4 k}{(2 \pi)^4} d \theta F_{T;6a}^{odd} \frac{1}{k^2} \\
\times (\bar{D}^a D^a V(p_3, \theta)) V(p_1, \theta) V(p_2, \theta) + CP,
\]

and the superscript makes reference to the power of \(k\).

A word of caution is here in order. Two terms of the form

\[
\text{FIG. 9. Contributions to } \Gamma^{(1)}_{VVV} \text{ involving the trilinear vertex only.}
\]
By carrying out the momentum integrals in Eqs. (4.20) and (4.21) and after $D$-algebra rearrangements, one obtains, respectively,

$$\gamma^{[2]}_{6a} = - \left( \frac{i}{12} \right) \sin(p_1 \wedge p_2) \frac{1}{4 \pi^2} \left( \frac{1}{p_1^2 p_1} - \frac{1}{p_2^2 p_2} \right) B + CP$$

(4.24)

and

$$\gamma^{[1]}_{6a} = 4 \left( \frac{i}{6} \right) \cos(p_1 \wedge p_2) I^\mu(p_1, p_2, p_3) N_\mu(p_1, p_2, p_3).$$

(4.25)

Here,

$$N_\mu(p_1, p_2, p_3) = g^2 (\sigma_\mu)_{aa} \int d^2 \theta (D^a V(p_1, \theta) \bar{D}^a V(p_3, \theta) \times V(p_2, \theta) + A P),$$

(4.26)

while $I^\mu$ was already defined in Eq. (4.1).

After recalling momentum conservation one concludes that

$$\gamma^{[2]}_{6a} = 0.$$  

(4.27)

Thus we are left with a harmful linear UV-IR infrared divergence in $\Gamma^{(1)}_{VVV}$ given at Eq. (4.25).

The diagrams (b), (c), and (d) in Fig. 6 have in common that the terms proportional to $(1-a)$ drop out, as in the case of diagram (a). Since $F_{E,6b} = - F_{E,6a}$, graph (b) also has no planar part. As for graphs (c) and (d) they have a logarithmically divergent planar part which demands UV renormalization. For all of them, the nonplanar contribution $\gamma^{[2]}$ is absent. We found that

$$\sum_{j=6b}^{6d} \gamma_j^{[1]} = \gamma_j^{[1]} = 3 \left( \frac{i}{6} \right) \cos(p_1 \wedge p_2) I^\mu(p_1, p_2, p_3) N_\mu(p_1, p_2, p_3).$$

(4.28)

On the other hand, the graphs (e), (f) and (g) turn out to be proportional to $(1-a)$. While (e) has no planar part, (f) and (g) exhibit a logarithmic UV divergence. Again, $\gamma^{[2]} = 0$. We end up with

FIG. 10. Ghost contributions to $\Gamma^{(1)}_{VVV}$.

FIG. 11. Matter contributions to $\Gamma^{(1)}_{VVV}$.
Unlike those in Fig. 6 they involve the four-point vertex diagrams in Fig. 6, is explicitly given.

The final form for the corresponding amplitude is

$$\sum_{j=6a}^{6g} \gamma_j^{[1]} = (1-a) \left( \frac{ig^3}{6} \right) \cos(p_1 \land p_2) I^\mu(p_1,p_2,p_3) \times N_\mu(p_1,p_2,p_3).$$

Therefore,

$$\sum_{j=6a}^{6g} \Gamma^{(1)}_{VVV,j} = (8-a) \left( \frac{i}{6} \right) \cos(p_1 \land p_2) I^\mu(p_1,p_2,p_3) \times N_\mu(p_1,p_2,p_3) + LDT,$$

where the linear UV-IR infrared divergence, arising from the diagrams in Fig. 6, is explicitly given.

We move next into computing the diagrams in Fig. 7. Unlike those in Fig. 6 they involve the four-point vertex $\Gamma^{(1)}_{\langle DV^\dagger V\daggerDV\rangle}$ [see Eq. (2.33b)]. An analysis quite similar to that already presented enables one to conclude that the planar part has, at the most, a logarithmic UV divergence. A linear UV-IR infrared divergence is present in each graph but, nevertheless, cancels. That is

$$\sum_{j=7a}^{7p} \Gamma^{(1)}_{VVV,j} = LDT.$$ 

The diagrams in Fig. 8 involve the last four point vertex $\Gamma^{(0)}_{\langle DV^\dagger V\daggerDV\rangle}$ quoted in Eq. (2.33c). In the planar sector the situation is as in the case of the diagrams in Fig. 7, only logarithmic UV divergences show up. In the nonplanar sector the linear UV-IR infrared divergences do not cancel and the final form for the corresponding amplitude is

$$\sum_{j=8a}^{8b} \Gamma^{(1)}_{VVV,j} = -6a \left( \frac{i}{6} \right) \cos(p_1 \land p_2) I^\mu(p_1,p_2,p_3) \times N_\mu(p_1,p_2,p_3) + LDT.$$ 

We turn next into evaluating the graphs in Fig. 9. All of them have in common, up to an overall sign, the trigonometric factor

$$F_{T,9} = \cos(p_1 \land p_2) F^{odd}_{T,9} + \sin(p_1 \land p_2) F^{even}_{T,9},$$

where $F^{odd}_{T,9}$ was defined in Eq. (4.16a) and

$$F^{even}_{T,9} = -\frac{1}{4} \left[ 1 - \cos(2k \land p_1) + \cos(2k \land p_2) - \cos(2k \land p_3) \right].$$

Hence, the planar part does not vanish. From the $D$ algebra follows that quadratic UV divergences only arise in graphs (a) to (d) and are taken care by dimensional regularization. For all graphs in Fig. 9, linear UV divergences are killed by symmetric integration, while the logarithmic ones are absorbed through renormalization.

In principle there is nothing that could prevent the appearance of quadratic UV-IR infrared divergences, from graphs (a) to (d), in view of $F^{even}_{T,9}\neq 0$. Nevertheless, the presence of

$$\sin(p_1 \land p_2)$$

in Eq. (4.33) lowers the degree of this divergence at least to linear. The softening mechanism, mentioned at the beginning of this section, is again at work. For each graph, one can verify that the UV-IR linear infrared divergences arising through this mechanism are of the form

$$\sin(p_1 \land p_2) \left( \frac{1}{p_1^\circ p_1} - \frac{1}{p_2^\circ p_2} + \frac{1}{p_3^\circ p_3} \right),$$

and therefore cancel after symmetrizing in the external momenta.

On the other hand, for all the graphs, there are linear infrared divergences which are the UV-IR counterparts of the would be linear UV divergences. These divergences cancel when summing up over all graphs in Fig. 9.

For the ghost graphs (a) and (b) in Fig. 10 the trigonometric factors are found to read

$$F_{T,10a} = F_{T,10b} = -2 \cos(p_1 \land p_2) F^{odd}_{T,10a} + 2 \sin(p_1 \land p_2) F^{even}_{T,10a} = F_{T,6a},$$

whereas for the others diagrams in Fig. 10 one has

$$F_{T,10} = -\cos(p_1 \land p_2) F^{odd}_{T,10} + \sin(p_1 \land p_2) F^{even}_{T,10} = -F_{T,9}.$$ 

The $D$ algebra signalizes again the presence of quadratic, linear and logarithmic UV divergences in graphs (c) to (f) in Fig. 10, since their trigonometric factor possesses a nonvanishing planar part. As it already happens in connection with the graphs in Fig. 9, the linear UV-IR infrared divergences arising from the softening mechanism vanish for each graph. The remaining linear divergences do not cancel and we obtain

$$\sum_{j=10a}^{10f} \Gamma^{(1)}_{VVV,j} = -4 \left( \frac{i}{6} \right) \cos(p_1 \land p_2) I^\mu(p_1,p_2,p_3) \times N_\mu(p_1,p_2,p_3) + LDT.$$ 

To summarize, in NCSQED and for $N=1$, the one-loop corrections to the three-point gauge superfield function are afflicted by linear UV-IR infrared singularities. By collecting the calculations presented in this section, Eqs. (4.13), (4.30), (4.31), (4.32), and (4.38), we conclude that the amplitude can be cast in the following form

$$\Gamma^{(1)}_{VVV} = (4-7a) \left( \frac{i}{6} \right) \cos(p_1 \land p_2) I^\mu(p_1,p_2,p_3) \times N_\mu(p_1,p_2,p_3) + LDT.$$ 

As can be seen, for the gauge $a=4/7$ the three-point $V$ function is free of linear UV-IR infrared divergences. To phrase it differently, these divergences are localized in the gauge sector and are a gauge artifact.

This result is not altered by the addition of one chiral matter superfield (see Fig. 11). In fact, the contribution of the tadpole graph (a) is proportional to that of the $V$ tadpole in
Eq. (4.13). Furthermore, the amplitudes corresponding to the graphs (b) and (c) are proportional, respectively, to those of the graphs (a) and (c) of Fig. 10. The linear UV-IR infrared divergences resulting from the quadratic UV divergences, via the softening mechanism, cancel out for each graph. As for the remaining linear UV-IR infrared divergences, in diagrams (b) and (c), the numerical coefficients are such as to secure their cancellation. The generalization of these results to $N=4$ is straightforward.

V. CONCLUSIONS

This work was dedicated to establish the consistency of NCSQED$_4$ within the covariant superfield formalism. As a first step, we generalized the analysis of the two-point gauge field function presented in [20] by extending their results to an arbitrary covariant gauge and for any matter content.

Our main contribution consists of a detailed study of the divergence structure of the one-loop three-point function of the gauge superfield. The superfield formulation in an arbitrary covariant gauge represents a significative improvement with respect to the component field calculation presented in [6,7] for the same problem. At the very least, here supersymmetry is kept operational at all stages of the calculation. Unlike in the component formulation, we have found a nonvanishing result for the linear UV-IR infrared divergences which are, nevertheless, a gauge artifact. The situation resembles that encountered in QED$_4$ where the infrared divergences disappear from the full two-point fermion Green function in a particular covariant gauge (Yennie’s gauge [27]).

The present work also plays a relevant role within the background field formalism. Indeed, the computation of higher loop corrections to the results encountered in [21,22] will necessarily demand the insertion of the three-point $V$ function calculated in the superfield covariant formalism (see Fig. 4). Our conclusion that the linear UV-IR infrared singularities are placed in the gauge sector implies that higher order loop corrections to the background field strength function will not be afflicted by harmful UV-IR infrared singularities.
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[8] To avoid confusion with the standard infrared divergences, those originating through the UV-IR mechanism will be referred to as UV-IR infrared divergences.
[24] In this paper, we shall follow the conventions in Ref. [23].
[26] See, for instance, Refs. [2–4].