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I. INTRODUCTION

Beams with any given initial distribution of charged particles confined by a magnetic focusing system can relax from a nonstationary into a stationary state through the increasing of one of its statistical quantities known as emittance. This is the case of the system of interest here: azimuthally symmetric beams with initially mismatched envelopes, flowing along the symmetry axis of the focusing channel permeated by an axial magnetic field. To better understand the emittance growth above, Jameson proposed a model in which the interaction of individual particles with the beam is analyzed. Gluckstern analytically solved this particle-core model and has shown that the physical mechanism possibly related to this emittance growth is large resonant islands beyond the beam border.

The formation of these resonant islands is induced by the initial mismatch of the beam, which can drive particles residing in the beam vicinity to excursions with high amplitude. From the point of view of energy conservation, the resonant coupling above progressively converts energy of the beam macroscopic oscillation into kinetic energy associated with the microscopic chaotic movement of the outer particles, causing the decay of the beam envelope and, as a consequence, the increasing of its emittance. This process continues until the equilibrium state of the system is reached, at which moment the emittance saturates. In this situation, looking at the beam phase-space, the particles that compose the beam can be mainly classified in two distinct populations: a dense one, formed by low velocity particles which compose the beam core, and a tenuous one, surrounding the previous population and formed by high velocity particles, which compose what is known as the beam halo. This splitting of the beam distribution in these two distinct populations naturally appears in the full self-consistent numerical-analytical model. The agreement has been reasonable. Also, the model revealed to be useful to understand the basic physical aspects of the problem. © 2008 American Institute of Physics. [DOI: 10.1063/1.2949270]

It is important here to explain that the meaning of the words stationary and equilibrium used until here, and hereafter, is related to the beam phase-space. The stationary or equilibrium state should be understood as the situation in which the topology of the beam phase-space is unchanged as time evolves. In this case, there is no more energy exchange between the particles that compose the beam halo and the particles that compose the beam core, indicating that the decay of the beam envelope has ceased due to the inexistence of free energy in the overall system. This just implies that the geometry of the beam phase-space is explicitly invariant with the time. This concept will become clearer in Sec. III B of this work, where a deeper discussion will take place.

The beam halo formation has implications over engineering aspects of accelerators since it can cause radioactivation of its confinement structure, resulting in a possible damage of its electronic components and precluding the human maintenance. Also, these beam losses increase the costs with maintenance of the experimental apparatus and degrade the beam quality, which is a requisite for some applications. In this way, investigations that intend to characterize the beam halo are an important issue to build the next-generation high-power machines.

From the accelerator engineering point of view, a satisfactory characterization of the beam halo is achieved with the determination of its maximum spatial dimension and the time scale of its formation, as the beam mismatch varies. With the first information, to say the spatial dimension of the beam halo, it is possible to better design the conducting pipes employed in the magnetic confinement system while with the second information, the time scale of the beam halo formation, it is possible to design a more efficient collimation system for the accelerator. However, considering the physics point of view, other information such as the density of particles that composes the beam halo and the beam emittance is also of interest. These last quantities help to better un-
stand the mechanisms behind the halo formation, its influence over the beam core, and as a consequence, its influence over the overall dynamics of the beam.

The purpose of the current article is to better detail and extend previous results firstly introduced in Ref. 6 and afterward in Ref. 7, which has been mainly dedicated to develop a semianalytical model for estimation of the time scales of the beam halo formation as function of the initial beam mismatch. In this article, it will be described in detail a method to analytically determine beam equilibrium quantities such as emittance, envelope, and number of halo particles of an azimuthally symmetric beam with respect to its initial mismatch. For simplification of the calculations as well as for a clearer explanation, the beam has been considered initially homogeneous. Through the model, it has been found that only with a few assumptions about the geometry of the initial and the final beam phase-space aided by general equations for the conserved quantities of the entire system, composed by the particles and fields, the above commented quantities can be naturally evaluated as function of the initial beam mismatch. For validation, the developed model will be compared with full self-consistent $N$-particle beam simulations, considering several values of initial beam mismatches.

This article is organized in the following form: in Sec. II, the general equations employed in the analytical model developed are briefly reviewed. It is interesting here to emphasize that these equations describe macroscopic quantities of beams with arbitrary phase-space distributions. In Sec. III, the analytical model developed is formally described and presented. For simplicity of the calculation, a beam initially without emittance (a cold beam) and initially with a homogeneous density (step-function profile) has been considered. In Sec. IV, the results provided by our model, namely, the beam emittance, the beam envelope, and the number of beam halo particles at the beam equilibrium state, are compared with full self-consistent $N$-particle simulations, based on the Gauss’ law. To assure the model validity, the previous commented comparison has been done for several values of initial beam mismatch, such as 20%, 40%, 60%, 80%, and 100%. Finally, in Sec. V, the conclusions of this article and the perspectives for future works will be discussed.

II. GENERAL EQUATIONS

Notwithstanding the complexity of the beam dynamics, some equations for conserved quantities of the beam distribution can still be obtained. This is the case of charged particle beams with arbitrary particle distributions flowing in a linear acceleration channel. The channel is encapsulated by a conducting pipe with circular cross section, which is permeated by a solenoidal magnetic field aligned to the pipe symmetry axis. The presence here of a conducting pipe has key importance in assuring that the overall beam canonical angular momentum is conserved, independent of the azimuthal characteristics of the beam distribution. For the rms beam radius

$$R_b(s) = \langle x^2 + y^2 \rangle^{1/2},$$

in which the angular brackets denote phase-space averaging, one of these above commented equations can be established

$$\frac{d^2R_b(s)}{ds^2} + \kappa(s)R_b(s) - \frac{K + \Delta_b}{2R_b(s)} = \frac{\varepsilon^2}{4R_b^3(s)} = 0,$$

in which $k_s = [qB_v(s)/2\gamma m\beta c^2]^2$ is the focusing factor and $B_v(s)$ denotes the axial and $s$-dependent focusing magnetic field. $K = 2Nq^2/\gamma m\beta c^2$ is the constant beam perveance, and $\Delta_b = 1/2\pi R_b^2 \int_0^s (r(\partial / \partial r) \partial \phi(\theta))^2 dr d\theta$ computes the azimuthal distortions in the beam distribution represented by angular fluctuations of the dimensionless scalar electromagnetic potential $\partial \phi. \varepsilon(s)$ is the beam emittance, which can depend on the axial distance $s$. $N$ is the number of beam particles per unit axial length (which is constant), $q$ denotes the beam particles charge, $m$ is the corresponding particle mass, $\gamma = (1 - \beta^2)^{-1/2}$ is the relativistic factor, $\beta = v_c / c$, in which $v_c$ is the constant axial beam velocity, and $c$ denotes the speed of light. $s$ is the axial coordinate and is directly related to the time $t$ through $s = s_0 + \beta ct$. All spatial variables are in the Larmor frame. For this reason, time and axial distance here has the same meaning from the point of view of the equations.

The beam emittance is defined in the form

$$\varepsilon^2(s) = 4\left[\langle x^2 \rangle \langle y^2 \rangle - \frac{\langle x^2 + y^2 \rangle^2}{4}\right],$$

in which the primes indicate derivatives with respect to the axial distance $s$. Equation (3) only defines a statistical quantity of the beam distribution. The global balance of the beam’s energy can be expressed by

$$\frac{d}{ds} \left[ \frac{1}{2}(\dot{x}^2 + \dot{y}^2) + \frac{\kappa(s)}{2}(x^2 + y^2) + \mathcal{E}(s) \right] = \frac{1}{2}(\dot{x}^2 + \dot{y}^2) + \mathcal{E}(s),$$

in which $\mathcal{E}(s)$ is the dimensionless self-field beam energy given by

$$\mathcal{E}(s) = \frac{1}{4\pi K} \int |\nabla \psi|^2 d^2r,$$

This one will prove useful later to connect the initial nonstationary beam state with its final stationary state, in the light of the analytical model developed and subsequently described in Sec. III. In Eq. (4), $\mathcal{E}(s)$ is the dimensionless self-field beam energy given by

$$\mathcal{E}(s) = \frac{1}{4\pi K} \int |\nabla \psi|^2 d^2r,$$

in which $\psi$ is the already above commented dimensionless scalar electromagnetic potential governed by the Poisson equation

$$\nabla^2 \psi = -\frac{2\pi K}{N}n(r, s),$$

in which $n(r, s)$ represents the beam’s particle density, the symbol $\nabla$ indicates that the operation is carried out over the transverse spatial coordinates, and the dimensionless scalar electromagnetic potential $\psi$ is scaled with units of $\gamma^3 m \beta^2 c^2 / q$. 
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It is interesting to emphasize here that the above equations, namely, Eqs. (1)–(6), are valid for any value of \(s\), during all the beam dynamics, irrespective of the kind of the beam distribution. This is assured by imposing that the beam evolves inside a circular conducting pipe.

Thus, it can be observed that if one now supplements Eqs. (1)–(6) with the initial condition at beam entrance, which consists of establishing the initial beam distribution, and with additional information about the same beam distribution in its equilibrium, it becomes possible to estimate the beam quantities desired here such as emittance, envelope, and the number of halo particles on the stationary state as a function of the beam’s initial mismatch. This will be the subject of Sec. III.

III. THE DEVELOPED MODEL

In order to simplify the calculations done right after in the next subsections, some definitions about the initial beam shape and the employed magnetic focusing field will be made. In this work, it will be considered the case of azimuthally symmetric beams, focalized by a constant solenoidal magnetic field, which, respectively, implies that

\[\Delta_{\kappa} = 0, \quad \text{and} \quad \kappa_{s}(s) = \kappa.\]  

(7)

Also considering a beam with an initial step-function profile, it is possible to introduce

\[r_{b}(s) = \sqrt{2} R_{s}(s),\]  

(8)

in which \(r_{b}(s)\) designates the beam envelope.

Inserting the conditions presented in Eqs. (7) and (8) into Eq. (2), the following equation for the beam envelope arises,

\[\frac{d^{2} r_{b}(s)}{ds^{2}} + \kappa r_{b}(s) - \frac{K}{r_{b}(s)} \frac{\varepsilon^{2}(s)}{r_{b}^{3}(s)} = 0.\]  

(9)

In the same way, inserting these Eqs. (7) and (8) into Eq. (4) readily gives the energy conservation equation below

\[\frac{1}{2} (\dot{x}^{2} + y^{2}) + \frac{K}{2} (\dot{\chi}^{2} + \dot{\gamma}^{2}) + \mathcal{E}(s) = \text{const.}\]  

(10)

To leave the system depending on just one free parameter, namely, the beam initial mismatch, it is interesting to use a scaling scheme in all previous described equations of this article. A way to do so is to rescale all transverse coordinates in the beam equilibrium radius, defined as \(r_{eq} = \sqrt{K/\kappa}\), and rescale the longitudinal coordinate in units of \(1/\sqrt{\kappa}\). As a consequence of using this rescaling technique, the emittance is now given by units of \(K/\kappa^{1/2}\). All of this is exactly equivalent to set \(K \rightarrow 1\) and \(\kappa \rightarrow 1\) in all equations in which these parameters appear, and that has been enunciated until here in this article.

As will be possible to infer in the subsections below, the simplification above will not restrict the application of the developed model to other beam shapes and magnetic focusing systems. This model is somewhat more general because it involves conserved quantities of the beam, whose equations are valid for the overall dynamics inside the focusing channel. The initial beam distribution is just an initial condition, and the type of magnetic focusing field is just a parameter, which has to be inserted as an input in the developed model. However, the assumptions in this section are very useful to clarify how the model works. Especially is the consideration about the magnetic focusing field, which yields directly the simple energy conservation equation (10).

With the support of the previous equations, the task resides in just to connect the beam’s initial nonstationary state with the beam’s final stationary state. This link between the final and initial beam’s state is crucial to evaluate the stationary beam quantities of interest here as functions of the unique initial free parameter in the model, the beam initial mismatch.

A. The beam nonstationary state

The system considered here is composed by a beam of charged particles of radius \(r_{0}(s)\), with an initial circular cross section, and moving along the symmetry axis of an inner channel of a circular conducting pipe of radius \(r_{w}\). The beam is initially cold, which means that its initial emittance can be neglected. In this case, the beam is space charge dominated, and since space-charge beams are fairly homogeneous, it is possible to suppose that the initial beam’s distribution satisfies a step-function profile

\[n(r,s=0) = n_{0} = \begin{cases} \frac{N/\pi r_{0}^{2}}{r} & \text{for } r \leq r_{0} \\ 0 & \text{for } r_{0} < r \leq r_{w}. \end{cases}\]  

(11)

in which \(r\) is the radial coordinate measured from the symmetry axis of the pipe and \(r_{0}=r_{0}(s=0)\) denotes the initial value for the beam envelope, which under the action of the rescaling procedure adopted above is nothing more than the beam initial mismatch. Defining the initial beam density, which is described by Eq. (11), it is possible to evaluate its initial scalar electromagnetic potential \(\psi\) or its derivatives related to the transversal coordinate \(r\). Inserting Eq. (11) into Eq. (6) and solving the resulting ordinary differential equation for the self-consistent electric field \(\mathbf{E}\), which depends only on \(r\) due to the problem’s symmetry, one has

\[E_{x}(r,s=0) = E_{0} = \begin{cases} r/r_{0}^{2} & \text{for } r \leq r_{0} \\ 1/r & \text{for } r_{0} < r \leq r_{w}. \end{cases}\]  

(12)

in which \(E_{x}\) is the radial component of the self-consistent electric field \(\mathbf{E}\).

Knowing the expression for the electric field self-generated by the beam density of charged particles, its energy contribution can be computed. Inserting Eq. (12) into Eq. (5) yields

\[\mathcal{E}(s=0) = \mathcal{E}_{0} = -\frac{1}{2} \ln(r_{0}) + \frac{1}{2} \ln(r_{w}) + \frac{1}{8}.\]  

(13)

Since the emittance of the initial beam distribution has been set to zero, by a reason that has been previously elucidated, information about the initial kinetic energy of the beam’s particles can be determined. Imposing \(\mathcal{E}(s=0)=0\) in Eq. (3), using Eqs. (1) and (8), and considering that \(r_{b}(s=0)=r_{0}\) reads, respectively, that
\[ \langle x^2 + y^2 \rangle (s = 0) = 0, \quad \text{and} \quad \langle x^2 + y^2 \rangle (s = 0) = r_0^2/2. \]

(14)

By the possession of Eqs. (13) and (14), one is able to evaluate the final expression for the energy conservation equation (10), which reads

\[ \frac{d}{ds} \left( \frac{1}{2} \ln \left( \frac{r_0}{r} \right) + \frac{1}{2} \ln \left( \frac{r_w(0)}{r_w(s)} \right) + \frac{1}{8} = \text{const} = E(s = 0) = E_0. \] (15)

This is the initial beam energy \( E_0 \), which has to be conserved as time evolves, independent of the evolution of the beam profile and everything else. Note also that this quantity depends only on the just one free parameter of the developed model: the initial beam mismatch. The term dependent on \( r_w \) is not a problem. In fact, this one should be canceled out with its analogous part originated from the calculation of the final stationary state. The next task resides in analyzing the beam equilibrium.

**B. The beam stationary state**

As the beam envelope evolves inside the focusing channel, particles begin to observe the action of nonlinear forces that start to transfer energy from the beam envelope oscillation to the motion of individual particles, which are expelled from the beam core and initiate to populate an extended hot halo of radius \( r_b(s) \), larger than the beam core \( r_c(s) \). These high-energetic particles surround the cold beam core, having their motion coupled with this through Gluckstern’s resonances. At this point, expression (11) is clearly no longer valid, since not only particles are not restricted to live within the beam envelope \( r_c(s) \) but also because the profile of the beam density changes in such a way that this one becomes considerably inhomogeneous. This additional complexity can be included in the beam dynamics as a splitting of the beam density \( n(r,s) \) in two distinct densities, one for the particles of the beam halo \( n_h(r,s) \) and other one for the particles of the beam core \( n_c(r,s) \).

After this kind of instability is originated, the beam envelope suffers an abrupt decay, moving toward a new state, in which it will remain. As a matter of fact, this does not occur as \( s \) goes to the infinity, but in a finite time scale \( \tau \), which ideally depends on the initial beam mismatch \( r_0 \). This new state is an equilibrium one, in such terms as described in Sec. I, the introduction of this article. In this stationary state, the geometry of the beam phase-space is explicitly invariant with the time \( s \) and Eq. (11) can be updated to

\[
n(r,s \geq \tau) = n_\tau = \begin{cases} 
n_c(r) + n_h(r) & \text{for } r \leq r_c, \\
_h(r) & \text{for } r_c < r \leq r_h, \\
_0 & \text{for } r_h < r \leq r_w, \
\end{cases}
\]

(16)

in which the time dependence does not have to be explicit anymore, and \( n_\tau(r) \) continues to obey a step-function profile like in Eq. (11).

Such as can be observed in Eq. (16), the problem resides on just to calculate the halo density \( n_h(r) \). To determine this one, it is necessary to include some external information about the beam profile at equilibrium. With the help of full self-consistent \( N \)-particle beam simulations, it has been remarked that, for \( s \gg \tau \), the particles that compose the beam halo live in a specific region of the beam phase-space. Moreover, this phase-space region has a regular geometry, which can be readily converted to analytical expression. Additionally, this is expected to be unchanged for every time \( s \gg \tau \), as has been written in this article.

In Fig. 1, four snapshots of the beam phase-space at different times of the beam dynamics after \( s \gg \tau \) are shown. These ones are a result of full self-consistent \( N \)-particle beam simulations carried out until \( s=800 \) for \( N=10,000 \) particles and an initial beam mismatch of \( r_0=1.6 \). The first one of these snapshots has been captured at \( s=337.6 \), and is shown in Fig. 1(a), right after the beam envelope decay. The other ones are presented in Fig. 1(b) at \( s=463.0 \), in Fig. 1(c) at \( s=640.1 \), and in Fig. 1(d) at \( s=791.2 \). From these snapshots it is possible to observe that the geometry of the beam phase-space is almost invariant, which is in accordance with the previous definition of equilibrium done in Sec. I. Also, it is possible to identify beam particles which lie in two distinct regions of the beam phase-space: extremely hot particles over a semicircular branch, which will be named here as...
beam halo particles, and cold particles over a horizontal branch, which will be named here as beam core particles.

In fact, a sharper look at the beam phase-space of Figs. 1(a)–1(d) will identify a cloud of warm particles around the cold beam core. However, these particles have been neglected in the analytical model developed in this subsection for the beam stationary state. The reason for this is that its density is too low when compared with the particle density of the beam core. Also, although its density is greater than the one of beam halo particles, it has so much less energy, a fact that can be explained since these particles do not resonantly interact with the beam core. Without this resonant coupling, the warm particles are not able to extract energy from the beam envelope oscillation and convert it to kinetic energy of its individual motion. This is in accordance with what is shown in Fig. 2(a), in which the energy carried by the cold, warm, and hot particles is shown along the time \( s \) for the same previous beam initial mismatch \( r_0 = 1.6 \). The energy for each type of particle has been normalized by the initial beam energy, which, for the present mismatch, has the value \( E_0 \approx 0.5294 \). It can be seen that initially all the beam energy is stored in its cold particles. However, after a time, some particles become warm, being soon some of these ones immediately captured and excited by the nonlinear resonances. There is thus a coupling between the movements of the cold particles with the hot ones. This process is fast and rapidly drains a large amount of energy from the cold particles, directing the system to its stationary state. In this state, there is not anymore energy flux between core and halo particles. At the equilibrium, the cold particles contribute with approximately 58\%, the hot ones with 30\%, and the warm ones with 12\% of the overall beam energy. This fact justifies the option previously adopted of not taking into account the contribution of the warm particles at the equilibrium in the model to be developed.

For the particles that reside on the semicircular branch, it is possible to write an analytical expression for the halo’s density formally given by

\[
\lambda_h(r) = \int_{r}^{r_f} \sigma(r', r') \, dr,
\]

in which \( \sigma(r, r') \) is the density of particles lying in the semicircular branch of the beam phase-space, and \( r_f - r' = w \) defines the width of the semicircular branch. Again, by a visual inspection of the beam phase-space, it is possible to approximate \( \sigma(r, r') \approx \sigma \) and, since \( w \) is too small front of the beam halo dimensions, Eq. (17) can be simply written as

\[
\lambda_h(r) \approx \frac{2 \sigma r_r h w}{\sqrt{r_h^2 - r^2}},
\]

in which \( r_h \) is the size of the beam halo obtained from the beam phase-space with \( r_h = r_f (r = 0) \). It should be noted that \( \lambda_h(r) \) is a linear density and must be converted to a superficial density for solving the Poisson equation (6). With this last remark in mind and noticing that the quantity \( 2 \sigma r_h w \) can be expressed in terms of the halo fraction \( f = N_h / N \) through the equation \( N_h = \int_{0}^{r_f} \lambda_h(r) \, dr \), the final expression for the density of beam halo particles is achieved,

\[
n_h(r) = \frac{f N}{\pi^2 r \sqrt{r_h^2 - r^2}}.
\]

In this model, the fraction \( f \) represents the influences of the halo particles over the beam dynamics. More specifically, this fraction is the weight factor of the reaction of the halo particles over the core particles, which can be associated with the amount of energy transferred from the beam core to the beam halo. At the beam equilibrium, this quantity is expected to be constant. To demonstrate this, the time evolution of the halo fraction \( f \) has been plotted in Fig. 2(b). The fraction \( f \), as expected, starts with zero at \( s = 0 \) until \( s \approx \tau = 200 \), moment when there is a sharp transition in its value. After this, the fraction \( f \) stabilizes again, now at the asymptotic value in which this will remain: the equilibrium value. Note the similarity between the time dependence of the fraction \( f \) shown in Fig. 2(b) with the one for the energy of hot particles shown in Fig. 2(a). The growth of both is directly related.

With the beam density thus modeled, it is possible, adopting the same procedure of Sec. III A, to evaluate the energy stored in the electromagnetic field originated from the entire beam density of charged particles at its stationary state. Considering Eq. (16) with the aid of Eq. (19) and inserting the resulting expression in the Poisson equation (6), the electric field is promptly obtained,
\[
E_r(r,s \gg \tau) = E_{rr} = \begin{cases} 
E_{rr,0-c} = -\frac{(1-f)r}{r_c^2} - \frac{2f}{\pi r_c^2} \arctan \left( r \sqrt{r_h^2 - r^2} \right) & \text{for } r < r_c, \\
E_{rr,c-h} = -\frac{2f}{\pi r_c^2} \arctan \left( \frac{r}{\sqrt{r_h^2 - r^2}} \right) - \frac{(1-f)}{r} & \text{for } r_c < r \leq r_h, \\
E_{rr,h-w} = -\frac{1}{r} & \text{for } r_h < r \leq r_w,
\end{cases}
\]

(20)

in which \(E_{rr,0-c}\) is the electric field in the core region, \(E_{rr,c-h}\) is the electric field in the halo region, and \(E_{rr,h-w}\) is the electric field in the vacuum region. The energy of the above electric field is obtained inserting Eq. (20) into Eq. (5).

\[
\mathcal{E}(s \gg \tau) = \mathcal{E}_r = \frac{1}{2} \left[ \int_0^{r_c} |E_{rr,0-c}|^2 r dr + \int_{r_c}^{r_h} |E_{rr,c-h}|^2 r dr \right] + \frac{1}{2} \ln(r_w) - \frac{1}{2} \ln(r_h),
\]

(21)

in which the integrals above are only indicated and must be solved numerically, since no analytical solution for these expressions has been found yet.

In the stationary state, the derivatives of beam quantities in relation to the axial coordinate can be taken as zero. This fact is a consequence of the criteria adopted in this work about the geometric invariance of the beam phase-space, which has been corroborated here in this subsection by the beam phase-space expressions has been found yet.

\[
\frac{d}{ds}(x^2 + y^2)(s \gg \tau) = 0,
\]

(22)

and Eq. (3) becomes

\[
e^2(s \gg \tau) = 2r_b^2(s \gg \tau)(x^2 + y^2)(s \gg \tau).
\]

(23)

Isolating the emittance \(e^2\) term in Eq. (22) and inserting this in Eq. (23), the quantity \((x^2 + y^2)(s \gg \tau)\) can be obtained in terms of \(r_b^2\) in the form

\[
(x^2 + y^2)(s \gg \tau) = \frac{r_b^2(s \gg \tau) - 1}{2}.
\]

(24)

With this last result given by Eq. (24), the energy conservation equation (10) assumes the following format at equilibrium:

\[
\frac{r_b^2(s \gg \tau)}{2} - \frac{1}{4} + \mathcal{E}_r = \text{const.}
\]

(25)

With the beam halo and the beam core densities determined, it is possible to evaluate in the equilibrium the expression for the beam envelope \(r_b^2(s \gg \tau)\). From the point of view of the beam phase-space of Fig. 1, and considering Eqs. (8) and (9), the phase-space average takes the important form

\[
r_b^2(s \gg \tau) = (1-f)2(x^2 + y^2)_c + f2(x^2 + y^2)_h
\]

\[
= (1-f)r_c^2 + fr_h^2,
\]

(26)

in which the averages have been broke up in contributions from the beam core and beam halo, and evaluated with the help of the previous determined densities. Equation (26) propitiates that the emittance \(e^2\) term and the average kinetic energy \(1/2(x^2 + y^2)\) term in the equilibrium can be determined as a function of the beam phase-space parameters here defined as \(r_b\) and \(r_c\) and through Eqs. (22) and (23). In Sec. III C, the connection between the stationary and the nonstationary beam state will be done.

C. Connection between the nonstationary and the stationary beam state

After the modeling done for the beam stationary state, which has propitiately that the energy stored in its field and in its particles had been computed, it is possible to connect this state with the initial nonstationary beam state. Crudely, from the point of view of the expressions of Secs. III A and III B, this means to relate the initial beam mismatch \(r_0\) with the final equilibrium parameters \(r_c\) and \(r_h\) of the beam phase-space. Thus, connecting Eq. (25) to Eq. (15), with the help of Eq. (26) for the beam envelope \(r_b\) and Eq. (21) for the beam self-field energy \(\mathcal{E}(s)\), both at the equilibrium, one has

\[
\int_{r_0}^{r_c} |E_{rr,0-c}|^2 r dr + \int_{r_c}^{r_h} |E_{rr,c-h}|^2 r dr - fr_c^2
\]

\[
= \frac{r_0^2}{2} - r_c^2 + \frac{r_h^2}{2} + \ln \left( \frac{r_h}{r_0} \right) + \frac{3}{4},
\]

(27)

in which \(E_{rr,0-c}\) and \(E_{rr,c-h}\) have been already previously defined in Eq. (20). Note also that the terms depending on the pipe wall coordinate \(r_w\) naturally disappear in this equation once that its contributions are equal in any connected beam states. This is valid during the entire beam dynamics.

In Eq. (27) above, the terms depending on the fraction \(f\) of beam halo particles are grouped in the left side while the terms explicitly depending on the stationary and nonstationary beam state parameters are grouped in the right side. As it has been commented in Sec. III B, the integrals in Eq. (27) have to be solved numerically, since no analytical solution has been found yet. Extracting the parameters \(r_0\) and \((r_c, r_h)\), respectively, from the nonstationary and stationary beam state, and making use of these as an input in Eq. (27), one is able to achieve a second-order polynomial in the fraction \(f\).
in which the dependence of the polynomial’s coefficients has been left explicitly as a function of the beam phase-space parameters $r_0$, $r_c$, and $r_h$. Just one solution has physical meaning, since the fraction of beam halo particles should satisfy $0 \leq f \leq 1$. Note again that the coefficients $A$, $B$, and $C$ in the above equation must be solved numerically, since the integrands of Eq. (27) are so complicated. Further efforts have to be dispensed to solve these integrals analytically. However, its functional dependence is explicit, once the expressions for the electric field in the inner region of the focusing channel are known and described by Eq. (20) at equilibrium. Further information in this issue will be available in Ref. 9.

As will be seen in Sec. IV, the geometry of the beam phase-space remains almost unchanged with respect to the initial beam mismatch. This suggests that the beam halo distribution described by Eq. (19), and as a consequence all calculations done in Secs. III C and III B, can be extended, with reasonable accuracy, to the determination of the beam quantities of interest here for all the mismatch values considered in the next section of this work.

Thus, considering that the initial beam mismatch $r_0$ and the final beam phase-space parameters $(r_c, r_h)$ are known values to obtain the required equilibrium quantities such as the fraction of halo particles $f$, the beam envelope $r_s(s \geq \tau)$, and the beam emittance $\varepsilon(s \geq \tau)$, one has to follow, as a resume of all that has been done in this subsection, the algorithm below:

(1) Solve Eq. (27) for the beam halo fraction $f$ and look for the positive root of the polynomial of Eq. (28).
(2) Insert the fraction $f$ determined in Step (1) into Eq. (26) to determine the beam envelope $r_s(s \geq \tau)$.
(3) Insert the beam envelope $r_s(s \geq \tau)$ determined in Step (2) into Eq. (24) to evaluate the quantities $(x^2 + y^2)(s \geq \tau)$ and $r_h(s \geq \tau)$ determined, respectively, in Steps (3) and (2) into Eq. (23).

Observe that the $(r_c, r_h)$ parameters can be acquired directly from the beam phase-space or simply by visual inspection of its equivalent particle-core model obtained from a cumulative Poincaré section. Further useful information will be found in Ref. 10.

IV. RESULTS AND COMPARISON WITH SIMULATIONS

To assure the validity of the developed model, formally presented in the previous section, self-consistent $N$-particle beam simulations have been carried out for several values of the initial beam mismatch $r_0$. Due to the azimuthal symmetry of the beam, the method of simulation employed here has been through the Gauss’ law: the force observed by a particle at a radial coordinate $r$ depends just on the number of particles with radial coordinates smaller than $r$. This method is also suitable here because it includes only collective effects, since particles interact with each other through just its generated electromagnetic fields. A total number of $N=10,000$ particles has been employed in the numerical simulations, the number of particle this that has been shown to assure convergence in the results. The total beam energy has been monitored during all the executed self-consistent $N$-particle beam simulations.

All results of the analytical model developed are summarized and compared with the full self-consistent simulations in Table I. In its first two rows, the values of the beam phase-space parameters $(r_c, r_h)$ at equilibrium as function of the initial beam mismatch $r_0$ which appears in this same table as columns, are presented. These values have been obtained from several snapshots of the beam phase-space generated by the full self-consistent $N$-particle beam simulations described above. They are shown in panel (b) of Fig. 3 for $r_0=1.2$, in panels (a) and (c) of Fig. 4 for $r_0=1.4$ and $r_0=1.6$, respectively, and also in panels (a) and (c) of Fig. 5, for, respectively, $r_0=1.8$ and $r_0=2.0$. With these $(r_c, r_h)$ values, it has been possible to determine the polynomial coefficients of Eq. (28) for each one of the initial beam mismatch $r_0$, using the algorithm previously commented at the end of Sec. III C.
FIG. 3. (a) Comparison between the fraction of halo particles $f$ computed through the full self-consistent $N$-particle simulation and the developed analytical model. In panel (b), the beam phase-space at $s=1600$ for $r_0=1.2$ is shown. The histogram of beam halo particles for this mismatch is shown in panel (c), in which the analytical model is also plotted for comparison. $\Delta s=0.1390$ is the size of the bins employed in the histogram.

FIG. 4. Phase-spaces corresponding to the full self-consistent $N$-particle simulations at $s\approx800$ for (a) $r_0=1.4$ and (c) $r_0=1.6$. The histograms of beam halo particles for each one of these mismatches are, respectively, shown in panels (b) and (d), in which the analytical model is also plotted for comparison. $\Delta s=0.1589$ is the size of the bins employed in the histograms.
These coefficients are shown in the next three rows of Table I. Considering the previous coefficients, it is possible thus to evaluate the fraction \( f \) of beam halo particles for each one of the initial beam mismatch values. The results for fraction \( f \) computed through the developed model are shown in the sixth row of this same table and can be compared with the results provided by the full simulations, shown in the row right below.

Being the obtainment of the fraction \( f \) the central point of the developed model, it is also convenient to plot its results together with the results provided by full simulations. From Fig. 3(a), it is possible to observe that as the initial beam mismatch \( r_0 \) decreases toward the equilibrium value \( r_{eq}=1.0 \), the difference between the results provided by the analytical model and the full simulations increases. This occurs because, in fact, as the initial mismatch \( r_0 \) assumes small values, the beam phase-space branch in which the halo particles lie changes its geometry, migrating from a semicircular to a semielliptical shape. This distortion in the semicircular branch of the beam phase-space can be observed in the snapshots of Figs. 3–5. For beams a little bit mismatched (including the case of mismatch values of \( 0 < r_0 < r_{eq} \)), the difference between the model predictions and the simulations should increase considerably. Since all other beam quantities at equilibrium such as the beam envelope \( r_b \) and the beam emittance \( \varepsilon \) are just functions of the fraction \( f \), it is expected that, also for these quantities, the large differences between the analytical model and the full simulations also occur for small values of \( r_0 \). The values for the beam envelope \( r_b \) and the emittance \( \varepsilon \) computed through the analytical model and the simulations are shown in remaining rows of Table I. As can be seen, the agreement shows to be nice.

Finally, for each one of the initial beam mismatches \( r_0 \), the halo particle density obtained from full simulations with that of the developed analytical model has also been compared. For this, histograms of the halo particle population from the full simulations have been calculated for each one of the initial beam mismatches \( r_0 \) considered in this work. These comparisons are presented in panel (b) of Fig. 3 and in panels (b) and (d) of Figs. 4 and 5. Again, it is possible to observe that a better agreement between the developed model and the full simulations is achieved for larger values of \( r_0 \), since just in these cases, actually, the beam phase-space region where the halo particles lie has a circular shape. Also, it can be noted that the developed model also reasonably describes the peak at \( r=r_{h} \), which naturally appears in the full simulations. This is a consequence of the geometrical aspects of the resonances, in whose separatrix the beam halo particles predominantly are.

V. CONCLUSIONS

In this work, an analytical approach to obtain beam quantities such as the emittance, the envelope, and the fraction of particles that compose the halo at the beam’s stationary state as a function of its initial mismatch has been pre-
sented. For simplification in the calculations, the present study has been restricted to the case of azimuthally symmetric and space-charge dominated beams with an initial step-function profile, evolving in an inner linear focusing channel permeated by a constant magnetic field. Nevertheless, the model can be directly employed to such other system parameters, as the type of magnetic focusing field, or system initial conditions, dictated by the initial beam distribution, without any consideration of symmetry. In general, the model helps to understand some basic physical aspects involved in the halo formation.

The key feature of the developed analytical model is the determination of the density of halo particles \( n_h(r) \), mathematically expressed in Eq. (19), and which has been obtained through the assumption of phase-space invariance at the beam equilibrium. This assumption has been corroborated by the several full self-consistent \( N \)-particle simulations carried out, in which the splitting of the beam particles in at most two distinct populations of cold and hot particles naturally appears. It is convenient to remember that there is actually another kind of particle population, a warm one. Although this particle population has some importance in the understanding of the mechanisms behind the halo formation, to predict beam stationary quantities it can be neglected, since its energy contribution is small at the beam equilibrium. Also, the full simulations have demonstrated that the halo particle density \( n_h(r) \) obtained in this work is also valid for many values of the initial beam mismatch \( r_0 \). The density of halo particles has in a compact manner all the information about the beam stationary state and thus, the connection with the nonstationary state can be readily performed with the aid of the equations for the beam conserved quantities. With this, the beam quantities of interest here at equilibrium could be obtained as function of just the initial beam mismatch and the fraction \( f \) of beam halo particles. This is an important conclusion since, to predict beam quantities at equilibrium, one does not need to understand the complete dynamics involved in the way particles are ejected from the initial cold beam, but just its amount \( f \) in the halo phase-space region. In fact, the fraction \( f \) is the weight factor of energy transfer from the macroscopic beam envelope oscillation to the microscopic chaotic movement of individual particles that compose the beam halo. Full simulations have assured this and also the model prediction that \( f \) is constant at the beam stationary state, which means, from energy conservation point of view, that no more energy exchange exists between the cold core and the hot halo at this time. In this sense, the fraction \( f \) also appears as a good indicator for the beam halo formation, being an alternative to the statistical quantity emittance. The physical meaning of \( f \) is directly related to the energy flux between the beam core and the beam halo.

The model results for the beam emittance, beam envelope, and the fraction of halo particles have presented nice agreement with the results originated from full simulations. The accordance has shown to be particularly better for higher beam mismatch values. In this case, the beam phase-space branch where the halo particles lie is really very close to a semicircular shape, matching the geometrical aspects considered in the construction of \( n_h(r) \). However, as the mismatch decreases, the beam phase-space separatrix starts to deform toward a semil elliptical shape, and thus the difference between the developed model and the full simulations grows. Yet, this seems not to be critical for \( r_0 > 1.2 \).

In this way, future works will contemplate the improvement of the expression for the density of halo particles \( n_h(r) \) in the way of reducing the problem observed above. The assumption of an elliptical geometry for determining \( n_h(r) \) will also expand its application to the case of mismatched beams without azimuthal symmetry, mathematically described by \( \Delta_k \neq 0 \). Also, another important result will be the obtaining of an analytical expression for coefficients of the polynomial of Eq. (28). This one will eliminate the only intermediate step in the model that has to be solved numerically, allowing to establish a closed expression for the fraction \( f \).
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